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Foreword to the NAG Fortran Library Manual

The following Foreword was contributed by the late Professor For and the late Dr Wilkinson
to the NAG Fortran Library Manual which was released in 1975.

Those who have organised computing services are well aware of the two main problems which face the
users of computing machines in scientific computation. First, considerable experience is needed before the
user can transform a given algorithm into a very efficient program, and there are many examples in which
relatively small amendments to a few instructions can transform a modest program into one considerably
more economical in time and storage space. Second; our user needs knowledge of the principles and
techniques of numerical analysis, however efficient he might be at program construction, before he can
reasonably guarantee to have an efficient algorithm which is as free as possible from numerical instability
and which gives good results in economic time. Both the cost of computation and the ever-present desire
for quick results make obligatory at least a partial solution to these two problems.

Many computing laboratories and computing services have made some attempts at solution by
constructing libraries of computer programs, but only in the last few years has it been possible to develop
really comprehensive schemes based on two or more decades of research into methods and their error
analysis by numerical mathematicians, and on the development of a new breed of expert in ‘numerical
software’. This NAG Fortran Library was in fact initiated by a small mixed university band of numerical
analysts and their software counterparts, but has increasingly received encouragement, support and
material from many ‘extramural’ organisations.

The compilers of this library have used, as main criteria for the selection of their programs, the concepts
of (i) usefulness, (ii) robustness, (iii) numerical stability, (iv) accuracy and (v) speed. But within these
criteria several rather difficult decisions have to be made. First, how many different routines are needed
in each particular subject area, such as linear equations, optimization, ordinary differential equations,
partial differential equations and so on? What is relevant here is the number of ‘parameters’ of the
particular subject area. With linear equations, for example, the matrix might be ‘dense’ or have some
particular ‘sparse’ structure, it might be symmetric and, if so, possibly positive definite, it might be too
large for the high-speed store of some particular computer, it might be one for which an iterative method
is known to converge, or the problem might involve the same matrix but have many different right-
hand sides, and so on. Each of these sub-groups may require quite different routines for best efficiency,
but within each sub-group there may also be several computing techniques requiring a further selection
decision.

A second question which has to be answered is the nature and amount of material to be provided for the
‘answer’ to problems. If the data of the problem are exact, and if the problem has a unique solution,
then it is meaningful to ask for results accurate to a specified number of figures. Whether one can get
them easily, say with single-precision arithmetic, will depend on the sensitivity of the answers to small
changes in the data. For even the storage of exact numbers cannot usually be performed exactly, so
that from the outset our problem differs slightly from the one we hoped to solve. Moreover inevitable
computer rounding errors will produce solutions which are the exact solutions of a perturbation of the
original problem, the amount of the perturbation depending on the degree of stability of the numerical
method. With so-called ‘ill-conditioned’ problems small perturbations from any of those sources produce
large changes in the answers, so that ‘exact’ or very accurate solutions can be difficult to obtain even if
they are meaningful.

But the data may not be known exactly. Some of them may be measured by physical apparatus or involve
physical constants known with certainty only to a few figures. In that case the answers are meaningful
only to a few figures and perhaps even to no figures, and whether the precision of the answers is larger or
smaller than that of the data again depends on the degree of ill-conditioning of the problem. How much
of this sort of information should the routines provide?

A third decision is the amount of explanation to be included with the programs. It is clearly desirable
to include elements of ‘why’ something is done as well as ‘what’ is done, but the desirable amount of
such information is rather delicate. If there is too much the expert may be too bored to read all of it
and may therefore miss something important, while the amateur may find the discussion rather involved,
appearing to him rather like an introductory text in numerical analysis, and again may skip most of it
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but now on the grounds of indigestibility. Too little, on the other hand, may detract from the value of
the routines by giving the amateur too little guidance in the choice which he also always has to make.

This NAG Fortran Library deals with these problems about as well as could be expected in the present
state of knowledge of numerical analysts, software and library compilers, and the majority of the users.
With regard to the number of routines to be provided it usually gives just the best available within each
sub-group, and selects the particular sub-groups which at present seem to be the most needed and for
which good techniques are available.

With regard to sensitivity and accuracy it achieves rather less, but this is a problem so far not well
treated even by numerical analysts. Information is provided in a fairly economical way for the solution of
linear equations, in which the so-called ‘iterative refinement’ involving a little double precision arithmetic
gives valuable information on the sensitivity and a more accurate answer when this is meaningful. For
many other problems the user can only obtain this sort of information by his own efforts, for example
by deliberately introducing small perturbations and observing their effects on his solutions. This whole
area is one in which one hopes for continual improvements in the library routines when better ways to
implement them are discovered.

With regard to annotation, the routines do include a fair but not prohibitive amount of ‘why’ as well as
‘what’, and there is no doubt that a mastery of this material will enable the user not only to increase the
value he gets from this library but also to improve his performance in the inevitable writing of his own
routines for problems not directly treated here.

Two other topics are worth mentioning. First, the routines which appear in this library are the result of
years of detailed study by numerical analysts and software experts, and it is dangerous in varying degrees
to tamper with them and to try to modify them for ‘local needs’. In the solution of linear equations,
for example, one could without great peril omit the iterative refinement and still get useful results. One
loses here just the extra but often extremely valuable knowledge about the ‘condition’ of the problem
which iterative refinement gives comparatively economically. A far greater danger would arise from an
attempt to ‘speed-up’ the routine by, for example, omitting the row interchanges. which are essentially
unnecessary with exact arithmetic. Computer arithmetic is not exact, and this fact could cause complete
rubbish in the solutions obtained by neglecting interchanges, which in this context ruins the stability of
the numerical method.

Second, the library cannot help the user in the proper formulation of his problem. Given, for example,
the problem of computing

1
I =e'1/ e“z"dz, for r=20,1,2,...,20
0
the library will have routines for evaluating this integral by numerical quadrature, to whatever accuracy
is required, for each value of r. But nothing in the library can tell the user that a very much faster
method would use the recurrence relation (in the ‘backwards direction’)
1-1

I_,= L ith Iy, =0,
— wi N=0

where N (> 20) depends on the accuracy required but is determinable by simple and very rapid numerical
experiment (and even, in this simple case, by elementary analysis). Nor could the library tell him that
the perhaps more obvious use of the forward recurrence

IL=1-7rl_4, with [y, =1— e‘l,

would fail to produce accurate results beyond the first few values of r with only single-precision arithmetic:
that this formulation, in fact, gives a very ill-conditioned problem.

In summary, then, this NAG Fortran Library represents a timely and very important aid to the computer
user in scientific computation. Here, and in future extensions, it provides the best available routines for
a wide variety of numerical subject areas, backed by a non-prohibitive amount of sensible explanation of
both what is being done and why it is being done. But the user must realise that the library can provide
no more than it claims in its annotation, that it cannot except where explicitly stated determine for him
the degree of ill-conditioning of his problem, nor help him in general to cast his problem into a better
form. For such information he should study some numerical analysis or ask the advice of a colleague
reasonably experienced in this field. It may happen that in future editions of the library it will be possible
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to give more assistance of this kind to the general user, and it is our hope, in welcoming warmly this
edition, that future productions will have some useful expansions of this kind, in addition to the obvious
need for new routines in the subject areas which in this first venture are not touched upon or treated
only sparsely. The research involved will be both exciting and fruitful!

Professor L Fox (Oxford University)
Dr J H Wilkinson, FRS (National Physical Laboratory, England)
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Essential Introduction to the NAG Fortran Library

This document is essential reading for any prospective user of the Library.
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1 The Library and its Documentation
1.1 Structure of the Library

The NAG Fortran Library is a comprehensive collection of Fortran routines for the solution of numerical
and statistical problems. The word ‘routine’ is used to denote ‘subroutine’ or ‘function’.

The Library is divided into chapters, each devoted to a branch of numerical analysis or statistics. Each
chapter has a three-character name and a title, e.g.,

D01 - Quadrature

Exceptionally, two chapters (Chapter H and Chapter S) have one-character names. (The chapters and
their names are based on the ACM modified SHARE classification index [1].)

All documented routines in the Library have six-character names, beginning with the characters of the
chapter name, e.g.,

D01AJF

Note that the second and third characters are digits, not letters; e.g., 0 is the digit zero, not the letter
O. The last letter of each routine name always appears as ‘F’ in the documentation, but may be changed
to ‘E’ in some single precision implementations (see Section 1.6).

Chapter F06 (Linear Algebra Support Routines) contains all the Basic Linear Algebra Subprograms,
BLAS, with NAG-style names as well as with the actual BLAS names, e.g., FOBAAF (SROTG/DROTG).
The names in brackets are the equivalent single and double precision BLAS names respectively.
Chapter F07 (Linear Equations (LAPACK)) and Chapter FO8 (Least-squares and Eigenvalue Problems
(LAPACK)) contain routines derived from the LAPACK project. Like the BLAS, these routines have
NAG-style names as well as LAPACK names, e.g., FOTADF (SGETRF/DGETRF). Details regarding
these alternate names can be found in the relevant Chapter Introductions.

In order to take full advantage of machine-specific versions of BLAS and LAPACK routines provided
by some computer hardware vendors, you are encouraged to use the BLAS and LAPACK names
(e.g., SROTG/DROTG and SGETRF/DGETRF) rather than the corresponding NAG-style names (e.g.,
FO6AAF and FOTADF) wherever possible in your programs.

1.2 Structure of the Documentation

The NAG Fortran Library Manual is the principal printed form of documentation for the NAG Fortran
Library. It has the same chapter structure as the Library: each chapter of routines in the Library has
a corresponding chapter (of the same name) in the Manual. The chapters occur in alphanumeric order.
General introductory documents and indexes are placed in Volume 1 of the Manual.

Each chapter consists of the following documents:

Chapter Contents, e.g., Contents — D01;
Chapter Introduction, e.g., Introduction — D01;

Routine Documents, one for each documented routine in the chapter.

A routine document has the same name as the routine which it describes. Within each chapter, routine
documents occur in alphanumeric order. Exceptionally, some chapters (Chapter F06, Chapter X01,
Chapter X02) do not have individual routine documents; instead, all the routines are described together
in the Chapter Introduction. Another exception is Chapter A00, which contains neither a Chapter
Introduction nor any routine documents. It does however contain a user-callable support routine that
identifies which version of the Library is available at your site (see Section 1.7).

In addition to the full printed Manual, NAG produces a printed Introductory Guide, which contains
all the introductory material from the Manual, together with all the Chapter Contents and Chapter
Introductions.

1.8 Alternative Forms of Documentation

NAG also provides machine-based documentation. The ability to display mathematics and symbols has
now reached a stage whereby it is possible to produce a satisfactory full HTML version of the Library
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documentation that will provide ready access to users via standard Web browsers. This HTML version will
replace the current hypertext version (TextWare), but will retain many of the features of that product.
The aim is to have an HTML version of Mark 19 of the Fortran Library documentation available for
distribution with the Library software. It will also be accessible via the NAG Web site. Future releases
may take advantage of technology that is currently being developed (e.g., MathML).

1.4 Marks of the Library

Periodically a new Mark of the NAG Fortran Library is released: new routines are added, corrections
or improvements are made to existing routines; occasionally routines are withdrawn if they have been

superseded by improved routines.

At each Mark, the documentation of the Library is updated. You must make sure that your documentation
has been updated to the same Mark as the Library software that you are using.

Marks are numbered, e.g., 16, 17, 18. The current Mark is 19.

The Library software may be updated between Marks to an intermediate maintenance level, in order to
incorporate corrections. Maintenance levels are indicated by a letter following the Mark number, e.g.,
19A, 19B, and so on (Mark 19 documentation supports all these maintenance levels).

1.5 Implementations of the Library

The NAG Fortran Library is available on many different computer systems. For each distinct system,
an implementation of the Library is prepared by NAG, e.g., the Cray C-90 Unicos implementation. The
implementation is distributed to sites as a tested compiled library.

An implementation is usually specific to a range of machines (e.g., the DEC VAX range); it may also
be specific to a particular operating system, Fortran compiler, or compiler option (e.g., scalar or vector
mode).

Essentially the same facilities are provided in all implementations of the Library, but, because of

differences in arithmetic behaviour and in the compilation system, routines cannot be expected to give
identical results on different systems, especially for sensitive numerical problems.

The documentation supports all implementations of the Library, with the help of a few simple conventions,
and a small amount of implementation-dependent information, which is published in a separate Users’
Note for each implementation (see Section 3.4).

1.6 Precision of the Library

The NAG Fortran Library is developed in both single precision and double precision versions. REAL
variables and arrays in the single precision version are replaced by DOUBLE PRECISION variables and
arrays in the double precision version.

On most systems only one precision of the Library is available; the precision chosen is that which is
considered most suitable in general for numerical computation (double precision on most systems).

On some systems both precisions are provided: in this case, the double precision routines have names
ending in ‘F’ (as in the documentation), and the single precision routines have names ending in ‘E’. Thus
in DEC VAX/VMS implementations:

DO1AJF is a routine in the double precision implementation;

DO1AJE is the corresponding routine in the single precision implementation.

Whatever the precision, INTEGER variables (and elements of arrays) always occupy one numeric storage
unit, that is the Library is not implemented using non-standard [7] integer storage, e.g., INTEGER*2.

1.7 Library Identification

You must know which implementation, which precision and which Mark of the Library you are using or
intend to use. To find out which implementation, precision and Mark of the Library is available at your
site, you can run a program which calls the NAG Library routine AOOAAF (or AOOAAE in most single
precision implementations). This routine has no parameters; it simply outputs text to the NAG Library
advisory message unit (see Section 2.4). An example of the output is:
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*** Start of NAG Library implementation details ***
Implementation title: Sun(SPARC) Solaris
Precision: double
Product Code: FLSOL19D
Mark: 19
*** End of NAG Library implementation details ***

(The product code can be ignored, except possibly when communicating with NAG; see Section 4.)

1.8 Fortran Language Standards

All routines in the Library conform to the ISO Fortran 90 Standard [8], except for the use of a double
precision complex data type (usually COMPLEX*16) in some routines in Fortran 77 compiled double
precision implementations of "the Library - there is no provision for this data type in the old ANSI
Standard Fortran 77 [7].

Many of the routines in the Library were originally written to conform to the earlier Fortran 66 standard
[6], and their calling sequences may contain a few parameters which are not strictly necessary in
Fortran 77.

2 Using the Library
2.1 General Advice

A NAG Fortran Library routine cannot be guaranteed to return meaningful results irrespective of the
data supplied to it. Care and thought must be exercised in:

(a) formulating the problem;
(b) programming the use of library routines;
(c) assessing the significance of the results.

The Foreword to the Manual provides some further discussion of points (a) and (c); the remainder of
Section 2 is concerned with (b).

2.2 Programming Advice

The NAG Fortran Library and its documentation are designed on the assumption that you know how to
write a calling program in Fortran.

When programming a call to a routine, read the routine document carefully, especially the description
of the Parameters. This states clearly which parameters must have values assigned to them on entry to
the routine, and which return useful values on exit. See Section 3.3 for further guidance.

The most common types of programming error in using the Library are:

- incorrect parameters in a call to a Library routine;
- calling a double precision implementation of the Library from a single precision program, or vice
versa.

Therefore if a call to a Library routine results in an unexpected error message from the system (or possibly
from within the Library), check the following:
Has the NAG routine been called with the correct number of parameters?
Do the parameters all have the correct type?
Have all array parameters been dimensioned correctly?
Is your program in the same precision as the NAG Library routines to which your program is being
linked?
Have NAG routine names been modified — if necessary — as described in Section 1.6 and Section
2.57

Avoid the use of NAG-type names for your own program units or COMMON blocks: in general, do not
use names which contain a three-character NAG chapter name embedded in them; they may clash with
the names of an auxiliary routine o COMMON block used by the NAG Library.
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2.3 Error Handling and the Parameter IFAIL

NAG Fortran Library routines may detect various kinds of error, failure or warning conditions. Such
conditions are handled in a systematic way by the Library. They fall roughly into three classes:

(i) an invalid value of a parameter on entry to a routine;
(ii) a numerical failure during computation (e.g., approximate singularity of a matrix, failure of an

iteration to converge);
(ili) a warning that although the computation has been completed, the results cannot be guaranteed to

be completely reliable.
All three classes are handled in the same way by the Library, and are all referred to here simply as ‘errors’.

The error-handling mechanism uses the parameter IFAIL, which occurs as the last parameter in the
calling sequence of most NAG Library routines. IFAIL serves two purposes:

(i) it allows users to specify what action a Library routine should take if it detects an error;

(ii) it reports the outcome of a call to a Library routine, either ‘success’ (IFAIL = 0) or ‘failure’ (IFAIL
# 0, with different values indicating different reasons for the failure, as explained in Section 6 of
the routine document).

For the first purpose IFAIL must be assigned a value before calling the routine; since IFAIL is reset by
the routine, it must be passed as a variable, not as an integer constant. Allowed values on entry are:

IFAIL = 0: an error message is output, and execution is terminated (‘hard failure’);
IFAIL = +1: execution continues without any error message;

IFAIL = —1: an error message is output, and execution continues.
The settings IFAIL = %1 are referred to as ‘soft failure’.

The safest choice is to set IFAIL to 0, but this is not always convenient: some routines return useful
results even though a failure (in some cases merely a warning) is indicated. However, if IFAIL is set to 1
on entry, it is essential for the program to test its value on exit from the routine, and to take appropriate
action.

The specification of IFAIL in Section 5 of a routine document suggests a suitable setting of IFAIL for
that routine.

For a full description of the error-handling mechanism, see Chapter P01.

Routines in Chapter FO7 and Chapter FO8 do not use the usual error handling mechanism; in order to
preserve complete compatibility with LAPACK software, they have a diagnostic output parameter INFO
which need not be set before entry. See the FO7 Chapter Introduction or the FO8 Chapter Introduction
for further details.

Some routines in Chapter F06 output an error message if an illegal input parameter is detected, then
terminate program execution immediately. See the F06 Chapter Introduction for further details.

2.4 Input/output in the Library

Most NAG Library routines perform no output to an external file, except possibly to output an error
message. All error messages are written to a logical error message unit. This unit number (which is set
by default to 6 in most implementations) can be changed by calling the Library routine X04AAF.

Some NAG Library routines may optionally output their final results, or intermediate results to monitor
the course of computation. In general, output other than error messages is written to a logical advisory
message unit. This unit number (which is also set by default to 6 in most implementations) can be
changed by calling the Library routine X04ABF. Although it is logically distinct from the error message
unit, in practice the two unit numbers may be the same. A few routines in Chapter E04 allow this unit
number to be specified directly as an option.

All output from the Library is formatted.

There are only a few Library routines which perform input from an external file. These examples occur
in Chapter E04 and Chapter H. The unit number of the external file is a parameter to the routine, and
all input is formatted.

You must ensure that the relevant Fortran unit numbers are associated with the desired external files,
either by an OPEN statement in your calling program, or by operating system commands.
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2.5 Auxiliary Routines

In addition to those Library routines which are documented and are intended to be called by users,
the Library also contains many auxiliary routines. Details of all the auxiliary routines which are called
directly or indirectly by any documented NAG Library routine are supplied to sites in machine-readable
form with the Library software.

In general, you need not be concerned with them at all, although you may be made aware of their existence
if, for example, you examine a memory map of an executable program which calls NAG routines. The
only exception is that when calling some NAG Library routines you may be required or allowed to supply
the name of an auxiliary routine from the NAG Library as an external procedure parameter. The routine
documents give the necessary details. In such cases, you only need to supply the name of the routine;
you never need to know details of its parameter list.

NAG auxiliary routines have names which are similar to the name of the documented routine(s) to which
they are related, but with last letter ‘Z’, Y’, and so on, e.g.,

DO01BAZ is an auxiliary routine called by DO1BAF.

In a single precision implementation in which the names of documented routines end in ‘E’, the names
of auxiliary routines have their first three and last three characters interchanged, e.g.,

BAZDO1 is an auxiliary routine (corresponding to D01BAZ) called by DO1BAE.

2.6 Thread Safety

Some implementations of the Library facilitate the use of threads; that is, you can call routines from
the Library from within a multi-threaded application. You should note however that Mark 19 is not
fully thread safe. See the document ‘Thread Safety’ for more detailed guidance on using the Library
in a multi-threaded context. You may also need to refer to the Users’ Note for details of whether your
implementation of the Library has been compiled in a manner that facilitates the use of threads.

2.7 Calling the Library from Other Languages

In general the NAG Fortran Library can be called from other computer languages (such as C and Visual
Basic) provided that appropriate mappings exist between their data types.

As part of its Library service, NAG provides a C Header Files service which comprises a set of header
files indicating the match between C and Fortran data types for various compilers, documentation and
examples. The documentation and examples are available from the NAG Web site.

The Dynamic Link Library (DLL) version can be called in a straightforward manner from Visual Basic.
Guidance on this is provided as part of the NAG Fortran Library DLLs. Further details can be found on
the NAG Web site.

3 Using the Documentation
3.1 Using the Manual

The Manual is designed to serve the following functions:

- to give background information about different areas of numerical and statistical computation;
- to advise on the choice of the most suitable NAG Library routine or routines to solve a particular

problem;
- to give all the information needed to call a NAG Library routine correctly from a Fortran

program, and to assess the results.

At the beginning of the Manual are some general introductory documents. The following may help you
to find the chapter, and possibly the routine, which you need to solve your problem:

Library Contents —  astructured list of routines in the Library, by chapter;
KWIC Index - a keyword index to chapters and routines;
GAMS Index - alist of NAG routines classified according to the GAMS scheme.
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Having found a likely chapter or routine, you should read the corresponding Chapter Introduction, which
gives background information about that area of numerical computation, and recommendations on the
choice of a routine, including indexes, tables or decision trees.

When you have chosen a routine, you must consult the routine document. Each routine document is
essentially self-contained (it may contain references to related documents). It includes a description of the
method, detailed specifications of each parameter, explanations of each error exit, remarks on accuracy,
and (in most cases) an example program to illustrate the use of the routine.

3.2 Structure of Routine Documents

Note that at Mark 17 a new typesetting scheme was used to generate documentation. If you have a
Manual which contains pre-Mark 17 routine documents, you will find that it contains older documents
which differ in appearance, although the structure is the same.

Note also that at Mark 14 some changes were made to the style and appearance of routine documents.
If you have a Manual which contains pre-Mark 14 routine documents, you will find that it contains
older documents which differ in style, although they contain essentially the same information. Section
3.2, Section 3.3 and Section 3.5 of this Essential Introduction describe the new-style routine documents.
Section 3.7 gives some details about the old-style documents.

All routine documents have the same structure, consisting of nine numbered sections:

1. Purpose

2. Specification

3. Description

4, References

5. Parameters (see Section 3.3 below)
6. Error Indicators and Warnings

7. Accuracy

8. Further Comments

9. Example (see Section 3.5 below)

In a few documents there are a further three sections:

10.  Algorithmic Details
11.  Optional Parameters
12.  Description of Monitoring Information

3.3 Specification of Parameters

Section 5 of each routine document contains the specification of the parameters, in the order of their
appearance in the parameter list.

3.3.1 Classification of parameters

Parameters are classified as follows.

Input: you must assign values to these parameters on or before entry to the routine, and these values are
unchanged on exit from the routine.

Output: you need not assign values to these parameters on or before entry to the routine; the routine
may assign values to them.

Input/Output: you must assign values to these parameters on or before entry to the routine, and the
routine may then change these values.

Workspace: array parameters which are used as workspace by the routine. You must supply arrays of
the correct type and dimension. In general, you need not be concerned with their contents.

Ezternal Procedure: a subroutine or function which must be supplied (e.g., to evaluate an integrand or
to print intermediate output). Usually it must be supplied as part of your calling program, in which case
its specification includes full details of its parameter list and specifications of its parameters (all enclosed
in a box). Its parameters are classified in the same way as those of the Library routine, but because you
must write the procedure rather than call it, the significance of the classification is different.
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Input: values may be supplied on entry, which your procedure must not change.
Qutput: you may or must assign values to these parameters before exit from your procedure.

Input/Output: values may be supplied on entry, and you may or must assign values to them before
exit from your procedure.

Occasionally, as mentioned in Section 2.5, the procedure can be supplied from the NAG Library, and
then you only need to know its name.

User Workspace: array parameters which are passed by the Library routine to an external procedure
parameter. They are not used by the routine, but you may use them to pass information between your
calling program and the external procedure.

Dummy: a simple variable which is not used by the routine. A variable or constant of the correct type
must be supplied, but its value need not be set. (A dummy parameter is usually a parameter which was
required by an earlier version of the routine and is retained in the parameter list for compatibility.)

3.3.2 Constraints and suggested values

The word ¢ Constraint:’ or ‘Constraints:’ in the specification of an Input parameter introduces a statement
of the range of valid values for that parameter, e.g.,

Constraint: N > 0.

If the routine is called with an invalid value for the parameter (e.g., N = 0), the routine will usually take
an error exit, returning a non-zero value of IFAIL (see Section 2.3).

In newer routine documents, constraints on parameters of type CHARACTER only list upper case
alphabetic characters, e.g.,

Constraint: STRING = ’A’ or 'B’.
In practice, all routines with CHARACTER parameters will permit the use of lower case characters.

The phrase ‘Suggested Value:’ introduces a suggestion for a reasonable initial setting for an Input
parameter (e.g., accuracy or maximum number of iterations) in case you are unsure what value to use;
you should be prepared to use a different setting if the suggested value turns out to be unsuitable for
your problem.

3.3.3 Array parameters

Most array parameters have dimensions which depend on the size of the problem. In Fortran terminology
they have ‘adjustable dimensions’: the dimensions occurring in their declarations are integer variables
which are also parameters of the Library routine.

For example, a Library routine might have the specification:

SUBROUTINE <name> (M, N, A, B, LDB)
INTEGER M, N, A(N), B(LDB,N), LDB

For a one-dimensional array parameter, such as A in this example, the specification would begin:
A(N) — INTEGER array

You must ensure that the dimension of the array, as declared in your calling (sub)program, is at least as
large as the value you supply for N. It may be larger, but the routine uses only the first N elements.

For a two-dimensional array parameter, such as B in the example, the specification might be:
B(LDB,N) — INTEGER array
On entry: the m by n matrix B.

and the parameter LDB might be described as follows:

LDB — INTEGER Input
On entry: the first dimension of the array B as declared in the (sub)program from which <name>
is called.

Constraint: LDB > M.
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You must supply the first dimension of the array B, as declared in your calling (sub)program, through
the parameter LDB, even though the number of rows actually used by the routine is determined by the
parameter M. You must ensure that the first dimension of the array is at least as large as the value you
supply for M. The extra parameter LDB is needed because Fortran does not allow information about the
dimensions of array parameters to be passed automatically to a routine.

You must also ensure that the second dimension of the array, as declared in your calling (sub)program,
is at least as large as the value you supply for N. It may be larger, but the routine uses only the first N

columns.

A'program to call the hypothetical routine used as an example in this section might include the statements:

INTEGER AA(100), BB(100,50)

LDB = 100
M = 80
N =20

CALL <name>(M,N,AA,BB,LDB)

Fortran requires that the dimensions which occur in array declarations must be greater than zero. Many
NAG routines are designed so that they can be called with a parameter like N in the above example set
to 0 (in which case they would usually exit immediately without doing anything). If so, the declarations
in the Library routine would use the ‘assumed size’ array dimension, and would be given as:

INTEGER M, N, A(*), B(LDB,*), LDB

However, the original declaration of an array in your calling program must always have constant
dimensions, greater than or equal to 1.

Consult an expert or a textbook on Fortran if you have difficulty in calling NAG routines with array
parameters.

3.4 Implementation-dependent Information

In order to support all implementations of the Library, the Manual has adopted a convention of using
bold italics to distinguish terms which have different interpretations in different implementations.

The most important bold italicised terms are the following; their interpretation depends on whether the
implementation is in single precision or double precision.

real means REAL or DOUBLE PRECISION
complex means COMPLEX or COMPLEX*16 (or equivalent)
basic precision means  single precision or double precision

additional precision means  double precision or quadruple precision

Another important bold italicised term is machine precision, which denotes the relative precision
to which real floating-point numbers are stored in the computer, e.g., in an implementation with
approximately 16 decimal digits of precision, machine precision has a value of approximately 10716,

The precise value of machine precision is given by the function X02AJF. Other functions in Chapter
X02 return the values of other implementation-dependent constants, such as the overflow threshold, or
the largest representable integer. Refer to the X02 Chapter Introduction for more details.

The bold italicised term blocksize is used only in Chapter FO7 and Chapter F08. It denotes the block
size used by block algorithms in these chapters. You only need to be aware of its value when it affects the
amount of workspace to be supplied — see the parameters WORK and LWORK of the relevant routine
documents and the Chapter Introduction.

For each implementation of the Library, a separate Users’ Note is published. This is a short document,
revised at each Mark. At most installations it is available in machine-readable form. It gives any necessary
additional information which applies specifically to that implementation, in particular:
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- the interpretation of bold italicised terms;
—  the values returned by X02 routines;
- the default unit numbers for output (see Section 2.4);

—  details of name changes for Library routines (see Section 1.6 and Section 2.5).

In Chapter F06, Chapter F07 and Chapter F08 where alternate routine names are available for BLAS
and LAPACK derived routines the alternate name appears in bold italics - for example, sgetr f, which
should be interpreted as either SGETRF (in single precision) or DGETRF (in double precision) in the
case of FOTADF, which handles real matrices. Similarly, FOTARF for complex matrices uses cgetr £,
which should be interpreted as either CGETRF (in single precision) or ZGETRF (in double precision).

3.5 Example Programs and Results

The example program in Section 9 of each routine document illustrates a simple call of the routine. The
programs are designed so that they can fairly easily be modified, and so serve as the basis for a simple
program to solve your problem.

Bold italicised terms are used in the printed text of the example program to denote precision-dependent
features in the code. The correct Fortran code must therefore be substituted before the program can be
run. In addition to the terms real and complex, which were explained in Section 3.4, the following
terms are used in the example programs:

Intrinsic Functions: real means  REAL or DBLE (see Note below)
imag means AIMAG or DIMAG
cmple means CMPLX  or DCMPLX
conjg means CONJG or DCONJG

Edit Descriptor: e means E or D (in FORMAT statements)
Exponent Letter: e means E or D (in constants)

Note that in some implementations the intrinsic function real with a complex argument must be
interpreted as DREAL rather than DBLE.

The examples in Chapter FO7 and Chapter F08 use the precision-dependent LAPACK routine names, as
mentioned in Section 3.4.

For each implementation of the Library, NAG distributes the example programs in machine-readable
form, with all necessary modifications already applied. Many sites make the programs accessible to you
in this form. They may also be obtained directly from the NAG Web site.

Note that the results from running the example programs may not be identical in all implementations,
and may not agree exactly with the results which are printed in the Manual and which were obtained
from a double precision implementation (with approximately 16 digits of precision).

The Users’ Note for your implementation will mention any special changes which need to be made to the
example programs, and any significant differences in the results.

3.6 Summary for New Users

If you are unfamiliar with the NAG Library and are thinking of using a routine from it, please follow
these instructions:

(a) read the whole of the Essential Introduction;

(b) consult the Library Contents to choose an appropriate chapter or routine;

(c) or search through the KWIC Index, GAMS Index or via an online search facility;

(d) read the relevant Chapter Introduction;

(e) choose a routine, and read the routine document. If the routine does not after all meet your needs,
return to steps (b) or (c);

(f) read the Users’ Note for your implementation;

(g) consult local documentation, which should be provided by your local support staff, about access to
the NAG Library on your computing system.
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You should now be in a position to include a call to the routine in a program, and to attempt to compile
and run it. You may of course need to refer back to the relevant documentation in the case of difficulties,

for advice on assessment of results, and so on.

As you become familiar with the Library, some of steps (a) to (f) can be omitted, but it is always essential
to:

~ be familiar with the Chapter Introduction;
- read the routine document;

— be aware of the Users’ Note for your implementation.

3.7 Pre-Mark 14 Routine Documents
You need only read this sectien if you have an updated Manual which contains pre-Mark 14 documents.

You will find that older routine documents appear in a somewhat different style, or even several styles if
your Manual dates back to Mark 7, say. The following are the most important differences between the
earlier styles and the new style introduced at Mark 14:

- before Mark 12, routine documents had 13 sections: the extra sections have either been dropped
or merged with the present Section 8 (Further Comments);

—  in Section 5, parameters were not classified as Input, OQutput and so on; the phrase ‘Unchanged
on exit’ was used to indicate an input parameter;

- the example programs were revised at Mark 12 and again at Mark 14, to take advantage of
features of Fortran 77: the programs printed in older documents do not correspond exactly with
those which are now distributed to sites in machine-readable form or available on the NAG Web
site;

- before Mark 12, the printed example programs did not use bold italicised terms; they were
written in standard single precision Fortran;

- before Mark 9, the printed example results were generated on an ICL 1906A (with approximately
11 digits of precision), and between Marks 9 and 12 they were generated on an ICL 2900 (with
approximately 16 digits of precision);

- before Mark 13, documents referred to ‘the appropriate implementation document’; this means
the same as ‘the Users’ Note for your implementation’.

4 Support from NAG

NAG places considerable emphasis on providing high quality user support. In addition to comprehensive
documentation we offer a variety of services to support our users.

(2) NAG Response Centres

The Response Centres are available to answer technical queries from sites with an annually licensed
product or Support Service.

The Response Centres are open during office hours, but contact is possible by fax, email and
telephone (answering machine) at all times. You can find the contact details for your local Response
Centre in the Support Documentation supplied with this product.

However, general queries concerning this library should be directed initially to any local advisory
service your site may provide.

(b) NAG Web Sites

The NAG web sites provide a valuable resource for product information, technical documentation
and demonstrations, as well as articles of more general interest. The sites can be accessed at:

www.nag.co.uk or www.nag.com
(c) Training Courses

NAG organises workshops and training courses at various locations throughout the world.
Information about forthcoming courses is posted on the NAG web sites. If you have a particular
training requirement please contact us.

As well as offering these services to users, NAG values feedback to ensure that we continue to
develop products that meet your needs. We welcome your comments.
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5

Background to NAG

Various aspects of the design and development of the NAG Library, and NAG’s technical policies and
organisation are given in references [2], [3], [4], and [5].

6
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2]

(3]

4]
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[6]
[7]

(8]
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Mark 19 News

1 Introduction

At Mark 19 of the Fortran Library new functionality has been introduced in addition to improvements in
existing areas. The Library now contains 1155 documented routines, of which 62 are new at this Mark.
These extend the areas of fast Fourier transforms (FFTs), optimization, eigenvalue problems (LAPACK),
sparse linear algebra, statistics, operations research (OR) and sorting as summarized below.

The most significant additions to the FFT chapter (Chapter C06) are as follows:
—  new routines for complex Fourier transforms using complex data type arrays;
—  new routines for sine and cosine transforms.

Coverage in the optimization chapter (Chapter E04) has been extended with the addition of a routine to

solve sparse nonlinear programming problems.

New routines for solving eigenproblems (Chapter F08) are included for:

- computing all the eigenvalues (and optionally all the eigenvectors) of real symmetric and complex
Hermitian matrices;

- reducing real and complex rectangular band matrices to upper bidiagonal form;

- computing a split Cholesky factorization of real symmetric positive-definite and complex Hermitian
positive-definite band matrices;

- reducing real symmetric-definite and complex Hermitian-definite banded generalized eigenproblems
to standard form.

Coverage in the sparse linear algebra chapter (Chapter F11) has been extended to provide iterative
methods and preconditioners for complex symmetric and non-Hermitian linear systems of equations.

Two of the new routines are in the statistics chapters (Chapter GO1 to Chapter G13). They include
facilities (in the stated chapters) for:

- conditional logistic analysis for case-control studies and survival analysis (G11);
- computing the risk sets in the analysis of survival data (G12).

Coverage in the OR chapter (Chapter H) has been extended to provide solvers for dense and sparse
integer quadratic programming problems.

A new routine for sorting a vector of complex numbers into the order specified by a vector of ranks is
included in Chapter MO1.

2 New Routines

The 62 new user-callable routines included in the NAG Fortran Library at Mark 19 are as follows.

CO6PAF Single one-dimensional real and Hermitian complex discrete Fourier transform, using
complex data format for Hermitian sequences

CO06PCF Single one-dimensional complex discrete Fourier transform, complex data format

CO6PFF One-dimensional complex discrete Fourier transform of multi-dimensional data
(using complex data type)

CO6PJF Multi-dimensional complex discrete Fourier transform of multi-dimensional data
(using complex data type)

CO6PKF Circular convolution or correlation of two complex vectors

CO06PPF Multiple one-dimensional real and Hermitian complex discrete Fourier transforms,
using complex data format for Hermitian sequences

C06PQF Multiple one-dimensional real and Hermitian complex discrete Fourier transforms,
using complex data format for Hermitian sequences and sequences stored as columns

CO6PRF Multiple one-dimensional complex discrete Fourier transforms using complex data
format

CO06PSF Multiple one-dimensional complex discrete Fourier transforms using complex data

format and sequences stored as columns
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CO06PUF
CO6PXF
CO6RAF
CO6RBF
CO6RCF
CO6RDF
E04UGF
E04UHF
E04UJF
FO8FCF
FOS8FQF
FO8GCF
FO8GQF
FOSHCF
FO8HQF
F08JCF
FOSLEF
FOSLSF

FOS8UEF

FO8UFF

FO8USF

FOSUTF

F11BDF
F11BEF

F11BFF
F11BRF
F11BSF

F11BTF
F11DNF
F11DPF
F11DQF
F11DRF
F11DSF

F11JNF
F11JPF

F11JQF

MKI9NEWS.2
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Two-dimensional complex discrete Fourier transform, complex data format
Three-dimensional complex discrete Fourier transform, complex data format
Discrete sine transform (easy-to-use)

Discrete cosine transform (easy-to-use)

Discrete quarter-wave sine transform (easy-to-use)

Discrete quarter-wave cosine transform (easy-to-use)

NLP problem (sparse)

Read optional parameter values for EO4UGF from external file

Supply optional parameter values to EO4UGF

(SSYEVD/DSYEVD) All eigenvalues and optionally all eigenvectors of real
symmetric matrix, using divide and conquer

(CHEEVD/ZHEEVD) All eigenvalues and optionally all eigenvectors of complex
Hermitian matrix, using divide and conquer

(SSPEVD/DSPEVD) All eigenvalues and optionally all eigenvectors of real
symmetric matrix, packed storage, using divide and conquer

(CHPEVD/ZHPEVD) All eigenvalues and optionally all eigenvectors of complex
Hermitian matrix, packed storage, using divide and conquer

(SSBEVD/DSBEVD) All eigenvalues and optionally all eigenvectors of real
symmetric band matrix, using divide and conquer

(CHBEVD/ZHBEVD) All eigenvalues and optionally all eigenvectors of complex
Hermitian band matrix, using divide and conquer

(SSTEVD/DSTEVD) All eigenvalues and optionally all eigenvectors of real
symmetric tridiagonal matrix, using divide and conquer

(SGBBRD/DGBBRD) Reduction of real rectangular band matrix to upper
bidiagonal form

(CGBBRD/ZGBBRD) Reduction of complex rectangular band matrix to upper
bidiagonal form

(SSBGST/DSBGST) Reduction of real symmetric-definite banded generalized
eigenproblem Az = ABz to standard form Cy = Ay, such that C has the same
bandwidth as A

(SPBSTF/DPBSTF) Computes a split Cholesky factorization of real symmetric
positive-definite band matrix A

(CHBGST/ZHBGST) Reduction of complex Hermitian-definite banded generalized
eigenproblem Az = ABz to standard form Cy = Ay, such that C has the same
bandwidth as A

(CPBSTF/ZPBSTF) Computes a split Cholesky factorization of complex Hermitian
positive-definite band matrix A

Real sparse nonsymmetric linear systems, set-up for F11BEF

Real sparse nonsymmetric linear systems, preconditioned RGMRES, CGS, Bi-
CGSTAB or TFQMR method

Real sparse nonsymmetric linear systems, diagnostic for F11BEF

Complex sparse non-Hermitian linear systems, set-up for F11BSF

Complex sparse non-Hermitian linear systems, preconditioned RGMRES, CGS, Bi-
CGSTAB or TFQMR method

Complex sparse non-Hermitian linear systems, diagnostic for F11BSF

Complex sparse non-Hermitian linear systems, incomplete LU factorization
Solution of complex linear system involving incomplete LU preconditioning matrix
generated by F11DNF

Solution of complex sparse non-Hermitian linear system, RGMRES, CGS Bi-
CGSTAB or TFQMR method, preconditioner computed by F11DNF (Black Box)
Solution of linear system involving preconditioning matrix generated by applying
SSOR to complex sparse non-Hermitian matrix

Solution of complex sparse non-Hermitian linear system, RGMRES, CGS, Bi-
CGSTAB or TFQMR method, Jacobi or SSOR preconditioner (Black Box)
Complex sparse Hermitian matrix, incomplete Cholesky factorization

Solution of complex linear system involving incomplete Cholesky preconditioning
matrix generated by F11JNF

Solution of complex sparse Hermitian linear system, conjugate gradient/Lanczos
method, preconditioner computed by F11JNF (Black Box)
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F11JRF Solution of linear system involving preconditioning matrix generated by applying
SSOR to complex sparse Hermitian matrix

F11JSF Solution of complex sparse Hermitian linear system, conjugate gradient/Lanczos
method, Jacobi or SSOR preconditioner (Black Box)

F11XNF Complex sparse non-Hermitian matrix vector multiply

F11XSF Complex sparse Hermitian matrix vector multiply

F11ZNF Complex sparse non-Hermitian matrix reorder routine

F11ZPF Complex sparse Hermitian matrix reorder routine

G11CAF Returns parameter estimates for the conditional analysis of stratified data

‘G12ZAF Creates the risk sets associated with the Cox proportional hazards model for fixed
covariates

HO02CBF Integer QP problem (dense)

HO02CCF Read optional parameter values for HO2CBF from external file

HO02CDF Supply optional parameter values to H02CBF

H02CEF Integer LP or QP problem (sparse)

HO02CFF Read optional parameter values for HO2CEF from external file

H02CGF Supply optional parameter values to HO2CEF

MO1EDF Rearrange a vector according to given ranks, complex numbers

X04ACF Open unit number for reading, writing or appending, and associate unit with named
file

X04ADF Close file associated with given unit number

3 Withdrawn Routines

The following routines have been withdrawn from the NAG Fortran Library at Mark 19. Warning of
their withdrawal was included in the Mark 18 Library Manual, together with advice on which routines
to use instead. See the document ‘Advice on Replacement Calls for Superseded/Withdrawn Routines’
for more detailed guidance.

Withdrawn Routine Recommended Replacement
E04FDF E04FYF

E04GCF E04GYF

E04GEF E04GZF

E04HFF E04HYF

E04JAF E04JYF

E04KAF E04KYF

E04KCF E04KZF

EO4LAF EO04LYF

E04UPF E04UNF

FOIMAF F11JAF

F02BBF F02FCF

F02BCF F02ECF

F02BDF F02GCF

FO4MAF F11JCF

F04MBF F11GAF, F11GBF and F11GCF (or F11JCF or F11JEF)

4 Routines Scheduled for Withdrawal

The routines listed below are scheduled for withdrawal from the NAG Fortran Library, because improved
routines have now been included in the Library. Users are advised to stop using routines which are
scheduled for withdrawal immediately and to use recommended replacement routines instead. See the
document ‘Advice on Replacement Calls for Superseded/Withdrawn Routines’ for more detailed guidance,
including advice on how to change a call to the old routine into a call to its recommended replacement.

The following routines will be withdrawn at Mark 20.

Routine Scheduled Recommended Replacement
for Withdrawal

E01SEF E01SGF

E01SFF E01SHF
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The following routines have been superseded, but will not be withdrawn from the Library until Mark 21
at the earliest.

Superseded routine Recommended Replacement
F11BAF F11BDF
F11BBF F11BEF
F11BCF F11BFF
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Thread Safety

International standards are now making it practicable for developers to write portable multi-threaded
applications. Consequently there is an increasing demand for Library developers to produce software
that is thread safe.

In a Fortran 77 context the constructs that prohibit thread safety are, potentially, DATA, SAVE,
COMMON and EQUIVALENCE. This is because such constructs define data that will be shared by
different threads, perhaps leading to unwanted interactions between them; for example, the possibility
that one thread may be modifying the contents of a COMMON block at the same time as another thread
is reading it. You are therefore advised to avoid the use of such constructs wherever possible within

multi-threaded applications.

At Mark 19 of the NAG Library the use of unsafe constructs has been eliminated from the majority
of routines in the Library, making them thread safe. However, there are some routines where complete
removal of these constructs would seriously affect their interface design and usability. In such cases it
makes more sense to keep the routines unchanged and give clear warnings in the documentation that care
should be taken when calling such routines in a multi-threaded context. It should be noted that it is safe
to call any NAG routine in one thread (only) of a multi-threaded application.

Some Library routines require you to supply a routine and to pass the name of the routine as an argument
in the call to the Library routine. It is often the case that you need to supply your routine with more
information than can be given via the interface argument list. In such circumstances it is usual to define a
COMMON block containing the required data in the supplied routine (and also in the calling program).
It is safe to do this only if no data referenced in the defined COMMON block is updated within the
supplied routine (thus avoiding the possibility of simultaneous modification by different threads). Where
separate calls are made to a Library routine by different threads and these calls require different data
sets to be passed through COMMON blocks to user-supplied routines, these routines and the COMMON
blocks defined within them should have different names.

You are also advised to check whether the Library routines you intend to call have equivalent reverse
communication interfaces, which are designed specifically for problems where user-supplied routine
interfaces are not flexible enough for a given problem; their use should eliminate the need to provide
data through COMMON blocks.

The Library contains routines for setting the current error and advisory message unit numbers (X04AAF
and X04ABF). These routines use the SAVE statement to retain the values of the current unit numbers
between calls. It is therefore not advisable for different threads of a multi-threaded program to set the
message unit numbers to different values. A consequence of this is that error or advisory messages output
simultaneously may become garbled, and in any event there is no indication of which thread produces
which message. You are therefore advised always to select the ‘soft failure’ mechanism without any error
message (IFAIL = +1, see Section 2.3 of Essential Intorducation) on entry to each NAG routine called
from a multi-threaded application; it is then essential that the value of IFAIL is tested on return to the
application.

A related problem is that of multiple threads writing to or reading from files. You are advised to
make different threads use different unit numbers for opening files and to give these files different names
(perhaps by appending an index number to the file basename). The only alternative to this is for you to
protect each write to a file or unit number; for example, by putting each WRITE statement in a critical
region.

You are also advised to refer to the Users’ Note for details of whether the Library has been compiled in
a manner that facilitates the use of multiple threads. Please note however that at Mark 19 the routines
listed in the following table are not thread safe in any implementations.

CO2AFF C02AGF CO02AHF CO02AJF CO05NDF CO05PDF

DO1AHF DO1EAF DO1FDF DO1GBF DO01GCF D01GDF
DO1JAF D02BJF D02CJF DO2EJF D02GAF D02GBF
DO02HAF D02HBF DO02JAF D02JBF DO02KAF DO02KDF
DO02KEF DO2LAF DO2LXF DO2LYF DO02LZF D02MVF
D02MZF D02NBF DO02NCF DO02NDF DO02NGF DO2NHF
DO02NJF D02NMF DO02NNF DO2NRF DO2NSF DO2NTF
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Introduction

D02NUF DO02NVF D02NWF DO2NXF DO02NYF DO2NZF
D02PCF D02PDF D02PVF D02PWF D02PXF DO2PYF
DO02PZF D02QFF D02QGF D02QXF D02QYF D02QZF
DO02RAF D02SAF D02XJF D02XKF D02ZAF DO3PCF
D03PDF DO3PEF DO3PFF DO3PHF DO3PJF DO03PKF
DO3PLF DO03PPF DO3PRF DO3PSF DO03PUF DO3PVF
DO3PWF DO03PXF DO03PZF DO3RAF DO03RBF D05BDF
DO05BEF E02GBF E04DGF E04DJF E04DKF EO4MFF
E04MGF E04MHF E04MZF E04NCF E04NDF EO4ANEF
EO04NFF E04NGF E04NHF EO04NKF E04ANLF E04NMF
E04UCF E04UDF EO4UEF E04UFF E04UGF E04UHF
E04UJF E04UNF E04UQF E04URF E04XAF FO2FCF
F02FJF F02HCF F04YCF F04ZCF FO8JKF FO8JXF
F11BAF F11BBF F11BCF F11DCF F11DEF F11GAF
F11GBF F11GCF F11JCF F11JEF GO01DCF GO1DHF
GO1lEMF GO1HBF GO01JDF GO3FAF GO3FCF GO05CAF
GO05CBF GO05CCF GO05CFF G05CGF GO05DAF GO5DBF
G05DCF GO05DDF GO5DEF GO5DFF GO05DHF GO05DJF
GO05DKF GO05DPF GO5DRF GO05DYF GO05DZF GO5EGF
GOS5EHF GOSEJF GOSEWF GO5EYF GO5EZF GOSFAF
GO05FBF GO5FDF GOSFEF GOSFFF GO5FSF GO5GAF
GO05GBF GO5HDF GOTAAF GO7BEF GO7EAF GO7TEBF
GOS8EAF GOSEBF GO8ECF GO8EDF G10BAF G13DCF
H02BBF HO02BFF HO2BVF H02CBF H02CCF H02CDF
HO02CEF HO2CFF H02CGF X04AAF X04ABF
SAFETY.2 (last) [NP3390/19]



Library Information Library Contents

NAG Fortran Library, Mark 19 Library Contents

Chapter A00 — Library Identification
AOOAAF Prints details of the NAG Fortran Library implementation

Chapter A02 — Complex Arithmetic

AO2AAF Square root of complex number
AO2ABF Modulus of complex number
AO2ACF Quotient of two complex numbers

Chapter C02 — Zeros of Polynomials

CO2AFF All zeros of complex polynomial, modified Laguerre method
CO2AGF All zeros of real polynomial, modified Laguerre method
CO2AHF All zeros of complex quadratic

CO2AJF All zeros of real quadratic

Chapter C05 — Roots of One or More Transcendental Equations

COSADF Zero of continuous function in given interval, Bus and Dekker algorithm

COS5AGF Zero of continuous function, Bus and Dekker algorithm, from given starting value, binary search
for interval

CO5AJF Zero of continuous function, continuation method, from a given starting value

COSAVF Binary search for interval containing zero of continuous function (reverse communication)

COSAXF Zero of continuous function by continuation method, from given starting value (reverse
communication)

COSAZF Zero in given interval of continuous function by Bus and Dekker algorithm (reverse
communication)

COSNBF Solution of system of nonlinear equations using function values only (easy-to-use)

COSNCF Solution of system of nonlinear equations using function values only (comprehensive)

COSNDF Solution of system of nonlinear equations using function values only (reverse communication)

COSPBF Solution of system of nonlinear equations using first derivatives (easy-to-use)

COSPCF Solution of system of nonlinear equations using first derivatives (comprehensive)

COSPDF  Solution of system of nonlinear equations using first derivatives (reverse communication)

COS5ZAF Check user’s routine for calculating first derivatives

Chapter C06 — Summation of Series

CO6BAF Acceleration of convergence of sequence, Shanks’ transformation and epsilon algorithm
CO6DBF Sum of a Chebyshev series

COGEAF Single one-dimensional real discrete Fourier transform, no extra workspace

COBEBF  Single one-dimensional Hermitian discrete Fourier transform, no extra workspace

CO6ECF Single one-dimensional complex discrete Fourier transform, no extra workspace

CO6EKF Circular convolution or correlation of two real vectors, no extra workspace

CO6FAF  Single one-dimensional real discrete Fourier transform, extra workspace for greater speed
CO6FBF  Single one-dimensional Hermitian discrete Fourier transform, extra workspace for greater speed
CO6FCF  Single one-dimensional complex discrete Fourier transform, extra workspace for greater speed
CO6FFF One-dimensional complex discrete Fourier transform of multi-dimensional data

CO6FJF Multi-dimensional complex discrete Fourier transform of multi-dimensional data

CO6FKF  Circular convolution or correlation of two real vectors, extra workspace for greater speed
CO6FPF Multiple one-dimensional real discrete Fourier transforms

CO6FQF Multiple one-dimensional Hermitian discrete Fourier transforms

CO6FRF Multiple one-dimensional complex discrete Fourier transforms

CO6FUF  Two-dimensional complex discrete Fourier transform

CO6FXF Three-dimensional complex discrete Fourier transform

CO6GBF Complex conjugate of Hermitian sequence
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CO6GCF
CO6GQF
CO6GSF
CO6HAF
CO6HBF
CO6HCF
CO6HDF
CO6LAF
CO6LBF
COBLCF
CO6PAF

CO6PCF
CO6PFF

CO6PJF

CO6PKF
CO6PPF

CO6PQF

CO6PRF
CO6PSF

CO6PUF
CO6PXF
CO6RAF
CO6RBF
CO6RCF
CO6RDF

Complex conjugate of complex sequence

Complex conjugate of multiple Hermitian sequences

Convert Hermitian sequences to general complex sequences

Discrete sine transform

Discrete cosine transform

Discrete quarter-wave sine transform

Discrete quarter-wave cosine transform

Inverse Laplace transform, Crump’s method

Inverse Laplace transform, modified Weeks’ method

Evaluate inverse Laplace transform as computed by CO6LBF

Single one-dimensional real and Hermitian complex discrete Fourier transform, using complex
data format for Hermitian sequences

Single one-dimensional complex discrete Fourier transform, complex data format
One-dimensional complex discrete Fourier transform of multi-dimensional data (using complex
data type)

Multi-dimensional complex discrete Fourier transform of multi-dimensional data (using complex
data type)

Circular convolution or correlation of two complex vectors

Multiple one-dimensional real and Hermitian complex discrete Fourier transforms, using
complex data format for Hermitian sequences

Multiple one-dimensional real and Hermitian complex discrete Fourier transforms, using
complex data format for Hermitian sequences and sequences stored as columns

Multiple one-dimensional complex discrete Fourier transforms using complex data format
Multiple one-dimensional complex discrete Fourier transforms using complex data format and
sequences stored as columns

Two-dimensional complex discrete Fourier transform, complex data format
Three-dimensional complex discrete Fourier transform, complex data format

Discrete sine transform (easy-to-use)

Discrete cosine transform (easy-to-use)

Discrete quarter-wave sine transform (easy-to-use)

Discrete quarter-wave cosine transform (easy-to-use)

Chapter D01 — Quadrature

DO1AHF

DO1AJF

DO1AKF
DO1ALF

DO1AMF
DO1ANF
DO1APF

DO1AQF

DO1ARF
DO1ASF
DO1ATF

DO1AUF

DO1BAF
DO1BBF
DO1BCF
DO1BDF
DO1DAF
DO1EAF

One-dimensional quadrature, adaptive, finite interval, strategy due to Patterson, suitable for
well-behaved integrands

One-dimensional quadrature, adaptive, finite interval, strategy due to Piessens and de Doncker,
allowing for badly-behaved integrands

One-dimensional quadrature, adaptive, finite interval, method suitable for oscillating functions
One-dimensional quadrature, adaptive, finite interval, allowing for singularities at user-specified
break-points

One-dimensional quadrature, adaptive, infinite or semi-infinite interval

One-dimensional quadrature, adaptive, finite interval, weight function cos(wz) or sin(wz)
One-dimensional quadrature, adaptive, finite interval, weight function with end-point singular-
ities of algebraico-logarithmic type

One-dimensional quadrature, adaptive, finite interval, weight function 1/(z — ¢), Cauchy
principal value (Hilbert transform)

One-dimensional quadrature, non-adaptive, finite interval with provision for indefinite integrals
One-dimensional quadrature, adaptive, semi-infinite interval, weight function cos(wz) or sin(wz)
One-dimensional quadrature, adaptive, finite interval, variant of DO1AJF efficient on vector
machines

One-dimensional quadrature, adaptive, finite interval, variant of DO1AKF efficient on vector
machines

One-dimensional Gaussian quadrature

Pre-computed weights and abscissae for Gaussian quadrature rules, restricted choice of rule
Calculation of weights and abscissae for Gaussian quadrature rules, general choice of rule
One-dimensional quadrature, non-adaptive, finite interval

Two-dimensional quadrature, finite region

Multi-dimensional adaptive quadrature over hyper-rectangle, multiple integrands
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DO1FBF
DO1FCF
DO1FDF
DO1GAF
DO1GBF
DO1GCF
DO1GDF

DO1GYF
DO1GZF

DO1JAF
DO1PAF

Multi-dimensional Gaussian quadrature over hyper-rectangle

Multi-dimensional adaptive quadrature over hyper-rectangle

Multi-dimensional quadrature, Sag-Szekeres method, general product region or n-sphere
One-dimensional quadrature, integration of function defined by data values, Gill-Miller method
Multi-dimensional quadrature over hyper-rectangle, Monte Carlo method

Multi-dimensional quadrature, general product region, number-theoretic method
Multi-dimensional quadrature, general product region, number-theoretic method, variant of
DO1GCF efficient on vector machines

Korobov optimal coefficients for use in DO1GCF or DO1GDF, when number of points is prime
Korobov optimal coefficients for use in DO1GCF or D01GDF, when number of points is product
of two primes

Multi-dimensional quadrature over an n-sphere, allowing for badly-behaved integrands
Multi-dimensional quadrature over an n-simplex

Chapter D02 — Ordinary Differential Equations

DO2AGF

DO2BGF

DO2BHF
DO2BJF

DO2CJF

DO2EJF

DO2GAF

DO2GBF

DO2HAF
DO2HBF
DO2JAF
DO2JBF

DO2KAF
DO2KDF

DO2KEF

DO2LAF
DO2LXF
DO2LYF
DO2LZF
DO2MVF
DO2MZF
DO2NBF
DO2NCF
DO2NDF
DO2NGF
DO2NHF
DO2NJF
DO2NMF
DO2NNF
DO2NRF
DO2NSF
DO2NTF
DO2NUF

ODEs, boundary value problem, shooting and matching technique, allowing interior matching
point, general parameters to be determined

ODEs, IVP, Runge-Kutta-Merson method, until a component attains given value (simple
driver)

ODEs, IVP, Runge-Kutta-Merson method, until function of solution is zero (simple driver)
ODEs, IVP, Runge-Kutta method, until function of solution is zero, integration over range
with intermediate output (simple driver)

ODEs, IVP, Adams method, until function of solution is zero, intermediate output (simple
driver)

ODEs, stiff IVP, BDF method, until function of solution is zero, intermediate output (simple
driver)

ODEs, boundary value problem, finite difference technique with deferred correction, simple
nonlinear problem

ODEs, boundary value problem, finite difference technique with deferred correction, general
linear problem

ODEs, boundary value problem, shooting and matching, boundary values to be determined
ODEs, boundary value problem, shooting and matching, general parameters to be determined
ODEs, boundary value problem, collocation and least-squares, single nth-order linear equation
ODEs, boundary value problem, collocation and least-squares, system of first-order linear
equations

Second-order Sturm-Liouville problem, regular system, finite range, eigenvalue only
Second-order Sturm-Liouville problem, regular/singular system, finite/infinite range, eigen-
value only, user-specified break-points

Second-order Sturm-Liouville problem, regular/singular system, finite/infinite range, eigen-
value and eigenfunction, user-specified break-points

Second-order ODEs, IVP, Runge-Kutta-Nystrom method

Second-order ODEs, IVP, set-up for DO2LAF

Second-order ODEs, IVP, diagnostics for DO2LAF

Second-order ODEs, IVP, interpolation for DO2LAF

ODEs, IVP, DASSL method, set-up for DO2M-N routines

ODEs, IVP, interpolation for DO2M-N routines, natural interpolant

Explicit ODEs, stiff IVP, full Jacobian (comprehensive)

Explicit ODEs, stiff IVP, banded Jacobian (comprehensive)

Explicit ODEs, stiff IVP, sparse Jacobian (comprehensive)

Implicit/algebraic ODEs, stiff IVP, full Jacobian (comprehensive)

Implicit/algebraic ODEs, stiff IVP, banded Jacobian (comprehensive)

Implicit/algebraic ODEs, stiff IVP, sparse Jacobian (comprehensive)

Explicit ODEs, stiff IVP (reverse communication, comprehensive)

Implicit/algebraic ODEs, stiff IVP (reverse communication, comprehensive)

ODEs, IVP, for use with D02M-N routines, sparse Jacobian, enquiry routine

ODEs, IVP, for use with D02M-N routines, full Jacobian, linear algebra set-up

ODEs, IVP, for use with DO2M-N routines, banded Jacobian, linear algebra set-up

ODEs, IVP, for use with D02M-N routines, sparse Jacobian, linear algebra set-up
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DO2NVF
DO2NWF
DO2RXF
DO2NYF
DO2NZF
DO2PCF
DO2PDF
DO2PVF
DO2PWF
DO2PXF
DO2PYF
DO2PZF
DO2QFF
DO2QGF
DO2QWF
DO2QXF
DO2QYF
DO2QZF
DO2RAF

DO2SAF

DO2TGF
DO2TKF
DO2TVF
DO2TXF
DO2TYF
DO2TZF
DO2XJF
DO2XKF
DO2ZAF

Library Information

ODEs, IVP, BDF method, set-up for D02M-N routines

ODEs, IVP, Blend method, set-up for DO2M-N routines

ODEs, IVP, sparse Jacobian, linear algebra diagnostics, for use with D02M-N routines
ODEs, IVP, integrator diagnostics, for use with D02M-N routines

ODEs, IVP, set-up for continuation calls to integrator, for use with DO2M-N routines
ODEs, IVP, Runge-Kutta method, integration over range with output

ODEs, IVP, Runge-Kutta method, integration over one step

ODEs, IVP, set-up for DO2PCF and D02PDF

ODEs, IVP, resets end of range for D02PDF

ODEs, IVP, interpolation for DO2PDF

ODEs, IVP, integration diagnostics for DO2PCF and DO2PDF

ODEs, IVP, error assessment diagnostics for DO2PCF and D02PDF

ODEs, IVP, Adams method with root-finding (forward communication, comprehensive)
ODEs, IVP, Adams method with root-finding (reverse communication, comprehensive)
ODEs, IVP, set-up for D02QFF and D02QGF

ODEs, IVP, diagnostics for DO2QFF and D02QGF

ODEs, IVP, root-finding diagnostics for DO2QFF and D02QGF

ODEs, IVP, interpolation for DO2QFF or D02QGF

ODEs, general nonlinear boundary value problem, finite difference technique with deferred
correction, continuation facility

ODEs, boundary value problem, shooting and matching technique, subject to extra algebraic
equations, general parameters to be determined

nth-order linear ODEs, boundary value problem, collocation and least-squares

ODEs, general nonlinear boundary value problem, collocation technique

ODEs, general nonlinear boundary value problem, set-up for DO2TKF

ODEs, general nonlinear boundary value problem, continuation facility for DO2TKF
ODEs, general nonlinear boundary value problem, interpolation for DO2TKF

ODEs, general nonlinear boundary value problem, diagnostics for DO2TKF

ODEs, IVP, interpolation for DO2M-N routines, natural interpolant

ODEs, IVP, interpolation for DO2M~-N routines, C, interpolant

ODEs, IVP, weighted norm of local error estimate for D02M-N routines

Chapter D03 — Partial Differential Equations

DO3EAF
DO3EBF

DO3ECF
DO3EDF
DO3EEF
DO3FAF
DO3MAF
DO3PCF
DO3PDF

DO3PEF
DO3PFF

DO3PHF

DO3PJF

DO3PKF

DO3PLF

Elliptic PDE, Laplace’s equation, two-dimensional arbitrary domain

Elliptic PDE, solution of finite difference equations by SIP, five-point two-dimensional molecule,
iterate to convergence

Elliptic PDE, solution of finite difference equations by SIP for seven-point three-dimensional
molecule, iterate to convergence

Elliptic PDE, solution of finite difference equations by a multigrid technique

Discretize a second-order elliptic PDE on a rectangle

Elliptic PDE, Helmholtz equation, three-dimensional Cartesian co-ordinates

Triangulation of plane region

General system of parabolic PDEs, method of lines, finite differences, one space variable
General system of parabolic PDEs, method of lines, Chebyshev C° collocation, one space
variable

General system of first-order PDEs, method of lines, Keller box discretisation, one space variable
General system of convection-diffusion PDEs with source terms in conservative form, method of
lines, upwind scheme using numerical flux function based on Riemann solver, one space variable
General system of parabolic PDEs, coupled DAEs, method of lines, finite differences, one space
variable

General system of parabolic PDEs, coupled DAEs, method of lines, Chebyshev C° collocation,
one space variable

General system of first-order PDEs, coupled DAEs, method of lines, Keller box discretisation,
one space variable

General system of convection-diffusion PDEs with source terms in conservative form, coupled
DAEs, method of lines, upwind scheme using numerical flux function based on Riemann solver,
one space variable
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DO3PPF

DO3PRF

DO3PSF

DO3PUF

DO3PVF

DO3PWF

DO3PXF

DO3PYF
DO3PZF

DO3RAF
DO3RBF
DO3RYF
DO3RZF
DO3UAF

DO3UBF

General system of parabolic PDEs, coupled DAEs, method of lines, finite differences, remeshing,
one space variable

General system of first-order PDEs, coupled DAEs, method of lines, Keller box discretisation,
remeshing, one space variable

General system of convection-diffusion PDEs with source terms in conservative form, coupled
DAEs, method of lines, upwind scheme using numerical flux function based on Riemann solver,
remeshing, one space variable

Roe’s approximate Riemann solver for Euler equations in conservative form, for use with
DO3PFF, DO3PLF and DO3PSF

Osher’s approximate Riemann solver for Euler equations in conservative form, for use with
DO3PFF, DO3PLF and DO3PSF

Modified HLL Riemann solver for Euler equations in conservative form, for use with DO3PFF,
DO3PLF and DO3PSF

Exact Riemann Solver for Euler equations in conservative form, for use with DO3PFF, DO3PLF
and DO3PSF

PDEs, spatial interpolation with DO3PDF or D03PJF

PDEs, spatial interpolation with DO3PCF, DO3PEF, DO3PFF, DO3PHF, DO3PKF, DO3PLF,
DO3PPF, DO3PRF or DO3PSF

General system of second-order PDEs, method of lines, finite differences, remeshing, two space
variables, rectangular region

General system of second-order PDEs, method of lines, finite differences, remeshing, two space
variables, rectilinear region

Check initial grid data in DO3RBF

Extract grid data from DO3RBF

Elliptic PDE, solution of finite difference equations by SIP, five-point two-dimensional molecule,
one iteration

Elliptic PDE, solution of finite difference equations by SIP, seven-point three-dimensional
molecule, one iteration

Chapter D04 — Numerical Differentiation

DO4AAF

Numerical differentiation, derivatives up to order 14, function of one real variable

Chapter D05 — Integral Equations

DOSAAF
DOSABF
DOSBAF
DOSBDF
DOSBEF
DOSBWF
DOSBYF

Linear non-singular Fredholm integral equation, second kind, split kernel
Linear non-singular Fredholm integral equation, second kind, smooth kernel
Nonlinear Volterra convolution equation, second kind

Nonlinear convolution Volterra—Abel equation, second kind, weakly singular
Nonlinear convolution Volterra-Abel equation, first kind, weakly singular
Generate weights for use in solving Volterra equations

Generate weights for use in solving weakly singular Abel-type equations

Chapter EO1 — Interpolation

EO1AAF
EO1ABF
EO1AEF
EO1BAF
EO1BEF
EO1BFF
EO1BGF

EO1BHF
EO1DAF
EO1RAF
EO1RBF
EO1SAF
EO01SBF
EO1SEF

Interpolated values, Aitken’s technique, unequally spaced data, one variable

Interpolated values, Everett’s formula, equally spaced data, one variable

Interpolating functions, polynomial interpolant, data may include derivative values, one variable
Interpolating functions, cubic spline interpolant, one variable

Interpolating functions, monotonicity-preserving, piecewise cubic Hermite, one variable
Interpolated values, interpolant computed by E01BEF, function only, one variable
Interpolated values, interpolant computed by EO1BEF, function and first derivative, one
variable

Interpolated values, interpolant computed by EO1BEF, definite integral, one variable
Interpolating functions, fitting bicubic spline, data on rectangular grid

Interpolating functions, rational interpolant, one variable

Interpolated values, evaluate rational interpolant computed by E0O1RAF, one variable
Interpolating functions, method of Renka and Cline, two variables

Interpolated values, evaluate interpolant computed by E01SAF, two variables

Interpolating functions, modified Shepard’s method, two variables
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EO1SFF
EO1SGF
EO1SHF

EO1TGF
EO1THF

Interpolated values, evaluate interpolant computed by EOISEF, two variables

Interpolating functions, modified Shepard’s method, two variables

Interpolated values, evaluate interpolant computed by E01SGF, function and first derivatives,
two variables

Interpolating functions, modified Shepard’s method, three variables

Interpolated values, evaluate interpolant computed by EO1TGF, function and first derivatives,

three variables

Chapter E02 — Curve and Surface Fitting

EO2ACF
EO2ADF
EO2AEF

EO2AFF
E02AGF
EO2AHF
EO2AJF
EO2AKF
EO2BAF
EO02BBF
E02BCF
EO2BDF
EO2BEF
EO2CAF
EO2CBF
EO2DAF
EO02DCF

EO2DDF
EO2DEF
EO2DFF
EO2GAF
EO2GBF
E02GCF
EO2RAF
EO2RBF
E02ZAF

Minimax curve fit by polynomials

Least-squares curve fit, by polynomials, arbitrary data points

Evaluation of fitted polynomial in one variable from Chebyshev series form (simplified parameter
list)

Least-squares polynomial fit, special data points (including interpolation)

Least-squares polynomial fit, values and derivatives may be constrained, arbitrary data points
Derivative of fitted polynomial in Chebyshev series form

Integral of fitted polynomial in Chebyshev series form

Evaluation of fitted polynomial in one variable from Chebyshev series form

Least-squares curve cubic spline fit (including interpolation)

Evaluation of fitted cubic spline, function only

Evaluation of fitted cubic spline, function and derivatives

Evaluation of fitted cubic spline, definite integral

Least-squares cubic spline curve fit, automatic knot placement

Least-squares surface fit by polynomials, data on lines

Evaluation of fitted polynomial in two variables

Least-squares surface fit, bicubic splines

Least-squares surface fit by bicubic splines with automatic knot placement, data on rectangular
grid

Least-squares surface fit by bicubic splines with automatic knot placement, scattered data
Evaluation of fitted bicubic spline at a vector of points

Evaluation of fitted bicubic spline at a mesh of points

L,-approximation by general linear function

L,-approximation by general linear function subject to linear inequality constraints

L -approximation by general linear function

Padé-approximants

Evaluation of fitted rational function as computed by EO2RAF

Sort two-dimensional data into panels for fitting bicubic splines

Chapter E04 — Minimizing or Maximizing a Function

EO4ABF
EO4BBF
E04CCF
EO4DGF
EO04DJF
EO4DKF
EO4FCF
EO4FYF
E04GBF
E04GDF

EO4GYF

Minimum, function of one variable using function values only

Minimum, function of one variable, using first derivative

Unconstrained minimum, simplex algorithm, function of several variables using function values
only (comprehensive)

Unconstrained minimum, preconditioned conjugate gradient algorithm, function of several
variables using first derivatives (comprehensive)

Read optional parameter values for EO4DGF from external file

Supply optional parameter values to EO4DGF

Unconstrained minimum of a sum of squares, combined Gauss—Newton and modified Newton
algorithm using function values only (comprehensive)

Unconstrained minimum of a sum of squares, combined Gauss—Newton and modified Newton
algorithm using function values only (easy-to-use)

Unconstrained minimum of a sum of squares, combined Gauss—Newton and quasi-Newton
algorithm using first derivatives (comprehensive)

Unconstrained minimum of a sum of squares, combined Gauss-Newton and modified Newton
algorithm using first derivatives (comprehensive)

Unconstrained minimum of a sum of squares, combined Gauss—-Newton and quasi-Newton
algorithm, using first derivatives (easy-to-use)
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E04GZF

EO4HCF
EO04HDF
EO4HEF

EO4HYF
E04JYF
EO4KDF
EO4KYF
EO4KZF
EO4LBF
EO4LYF

EO4MFF
EO04MGF
EO4MHF
E04MZF
EO4NCF
EO4NDF
EO4NEF
EO4KNFF
EO4NGF
EO4NHF
EO4NKF
EO4NLF
EO4NMF
EO4UCF

E04UDF
EO4UEF
EO4UFF

EO04UGF
EO4UHF
E04UJF
EO4UNF

E04UQF
EO4URF
EO4XAF
EO4YAF
EO4YBF
E04YCF
E04ZCF

Library Contents

Unconstrained minimum of a sum of squares, combined Gauss-Newton and modified Newton
algorithm using first derivatives (easy-to-use)

Check user’s routine for calculating first derivatives of function

Check user’s routine for calculating second derivatives of function

Unconstrained minimum of a sum of squares, combined Gauss-Newton and modified Newton
algorithm, using second derivatives (comprehensive) ‘
Unconstrained minimum of a sum of squares, combined Gauss-Newton and modified Newton
algorithm, using second derivatives (easy-to-use)

Minimum, function of several variables, quasi-Newton algorithm, simple bounds, using function
values only (easy-to-use)

Minimum, function of several variables, modified Newton algorithm, simple bounds, using first
derivatives (comprehensive)

Minimum, function of several variables, quasi-Newton algorithm, simple bounds, using first
derivatives (easy-to-use)

Minimum, function of several variables, modified Newton algorithm, simple bounds, using first
derivatives (easy-to-use)

Minimum, function of several variables, modified Newton algorithm, simple bounds, using first
and second derivatives (comprehensive)

Minimum, function of several variables, modified Newton algorithm, simple bounds, using first
and second derivatives (easy-to-use)

LP problem (dense)

Read optional parameter values for EO4MFF from external file

Supply optional parameter values to EO4MFF

Converts MPSX data file defining LP or QP problem to format required by E04NKF

Convex QP problem or linearly-constrained linear least-squares problem (dense)

Read optional parameter values for EO4NCF from external file

Supply optional parameter values to EO4NCF

QP problem (dense)

Read optional parameter values for EO4NFF from external file

Supply optional parameter values to EO4NFF

LP or QP problem (sparse)

Read optional parameter values for EO4NKF from external file

Supply optional parameter values to EO4NKF

Minimum, function of several variables, sequential QP method, nonlinear constraints, using
function values and optionally first derivatives (forward communication, comprehensive)

Read optional parameter values for EQ4UCF or EO4UFF from external file

Supply optional parameter values to E04UCF or EO4UFF

Minimum, function of several variables, sequential QP method, nonlinear constraints, using
function values and optionally first derivatives (reverse communication, comprehensive)

NLP problem (sparse)

Read optional parameter values for EO4UGF from external file

Supply optional parameter values to E04UGF

Minimum of a sum of squares, nonlinear constraints, sequential QP method, using function
values and optionally first derivatives (comprehensive)

Read optional parameter values for EQ4UNF from external file

Supply optional parameter values to EQ4UNF

Estimate (using numerical differentiation) gradient and/or Hessian of a function

Check user’s routine for calculating Jacobian of first derivatives

Check user’s routine for calculating Hessian of a sum of squares

Covariance matrix for nonlinear least-squares problem (unconstrained)

Check user’s routines for calculating first derivatives of function and constraints

Chapter F01 — Matrix Factorizations

FO1ABF
FO1ADF
FO1BLF
FO1BRF
FO1BSF

Inverse of real symmetric positive-definite matrix using iterative refinement
Inverse of real symmetric positive-definite matrix

Pseudo-inverse and rank of real m by n matrix (m > n)

LU factorization of real sparse matrix

LU factorization of real sparse matrix with known sparsity pattern
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FO1BUF
FO1BVF
FO1CKF
FO1CRF
FO1CTF
FO1CWF
FO1LEF
FO1LHF
FO1MCF
FO1QGF
FO1QJF
FO1QKF
FO1RGF
FO1RJF
FO1RKF
FO1ZAF
FO1ZBF
FO1ZCF
FO01ZDF

Library Information

ULDLTUT factorization of real symmetric positive-definite band matrix

Reduction to standard form, generalized real symmetric-definite banded eigenproblem
Matrix multiplication

Matrix transposition

Sum or difference of two real matrices, optional scaling and transposition

Sum or difference of two complex matrices, optional scaling and transposition

LU factorization of real tridiagonal matrix

LU factorization of real almost block diagonal matrix

LDLT factorization of real symmetric positive-definite variable-bandwidth matrix
RQ factorization of real m by n upper trapezoidal matrix (m < n)

RQ factorization of real m by n matrix (m < n)

Operations with orthogonal matrices, form rows of @, after RQ factorization by FO1QJF
RQ factorization of complex m by n upper trapezoidal matrix (m < n)

RQ factorization of complex m by n matrix (m < n)

Operations with unitary matrices, form rows of @, after RQ) factorization by FO1RJF
Convert real matrix between packed triangular and square storage schemes

Convert complex matrix between packed triangular and square storage schemes
Convert real matrix between packed banded and rectangular storage schemes
Convert complex matrix between packed banded and rectangular storage schemes

Chapter F02 — Eigenvalues and Eigenvectors

FO2BJF

FO2EAF
FO2EBF
FO2ECF
FO2FAF
FO2FCF
FO2FDF
FO2FHF
FO2FJF
FO2GAF
FO2GBF
FO02GCF
FO2GJF

FO2HAF
FO2HCF
FO2HDF
FO2SDF
FO2WDF
FO2WEF
FO2WUF
FO2XEF
FO2XUF

All eigenvalues and optionally eigenvectors of generalized eigenproblem by QZ algorithm, real
matrices (Black Box)

All eigenvalues and Schur factorization of real general matrix (Black Box)

All eigenvalues and eigenvectors of real general matrix (Black Box)

Selected eigenvalues and eigenvectors of real nonsymmetric matrix (Black Box)

All eigenvalues and eigenvectors of real symmetric matrix (Black Box)

Selected eigenvalues and eigenvectors of real symmetric matrix (Black Box)

All eigenvalues and eigenvectors of real symmetric-definite generalized problem (Black Box)
All eigenvalues of generalized banded real symmetric-definite eigenproblem (Black Box)
Selected eigenvalues and eigenvectors of sparse symmetric eigenproblem (Black Box)

All eigenvalues and Schur factorization of complex general matrix (Black Box)

All eigenvalues and eigenvectors of complex general matrix (Black Box)

Selected eigenvalues and eigenvectors of complex nonsymmetric matrix (Black Box)

All eigenvalues and optionally eigenvectors of generalized complex eigenproblem by QZ
algorithm (Black Box)

All eigenvalues and eigenvectors of complex Hermitian matrix (Black Box)

Selected eigenvalues and eigenvectors of complex Hermitian matrix (Black Box)

All eigenvalues and eigenvectors of complex Hermitian-definite generalized problem (Black Box)
Eigenvector of generalized real banded eigenproblem by inverse iteration

QR factorization, possibly followed by SVD

SVD of real matrix (Black Box)

SVD of real upper triangular matrix (Black Box)

SVD of complex matrix (Black Box)

SVD of complex upper triangular matrix (Black Box)

Chapter F03 — Determinants

FO3AAF
FO3ABF
FO3ACF
FO3ADF
FO3AEF
FO3AFF

Determinant of real matrix (Black Box)

Determinant of real symmetric positive-definite matrix (Black Box)
Determinant of real symmetric positive-definite band matrix (Black Box)
Determinant of complex matrix (Black Box)

LL7 factorization and determinant of real symmetric positive-definite matrix
LU factorization and determinant of real matrix
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Chapter F04 — Simultaneous Linear Equations

FO4AAF
FO4ABF

FO4ACF

FO4ADF
FO4AEF

FO4AFF
FO4AGF
FO4AHF

FO4AJF
FO4AMF

FO4ARF
FO4ASF

FO4ATF

FO4AXF
FO4EAF
FO4FAF

FO4FEF

FO4FFF
FO4JAF
F04JDF
FO04JGF

FO4JLF
FO04JMF
FO4KLF
FO4KMF
FO4LEF

FO4LHF
FO4MCF
FO4MEF
FO4MFF
FO4QAF
FO4YAF

FO4YCF
F04ZCF

Solution of real simultaneous linear equations with multiple right-hand sides (Black Box)
Solution of real symmetric positive-definite simultaneous linear equations with multiple right-
hand sides using iterative refinement (Black Box)

Solution of real symmetric positive-definite banded simultaneous linear equations with multiple
right-hand sides (Black Box) :

Solution of complex simultaneous linear equations with multiple right-hand sides (Black Box)
Solution of real simultaneous linear equations with multiple right-hand sides using iterative
refinement (Black Box)

Solution of real symmetric positive-definite simultaneous linear equations using iterative
refinement (coefficient matrix already factorized by FO3AEF)

Solution of real symmetric positive-definite simultaneous linear equations (coefficient matrix
already factorized by FO3AEF)

Solution of real simultaneous linear equations using iterative refinement (coefficient matrix
already factorized by FO3AFF)

Solution of real simultaneous linear equations (coefficient matrix already factorized by FO03AFF)
Least-squares solution of m real equations in n unknowns, rank = n, m > n using iterative
refinement (Black Box)

Solution of real simultaneous linear equations, one right-hand side (Black Box)

Solution of real symmetric positive-definite simultaneous linear equations, one right-hand side
using iterative refinement (Black Box)

Solution of real simultaneous linear equations, one right-hand side using iterative refinement
(Black Box)

Solution of real sparse simultaneous linear equations (coefficient matrix already factorized)
Solution of real tridiagonal simultaneous linear equations, one right-hand side (Black Box)
Solution of real symmetric positive-definite tridiagonal simultaneous linear equations, one right-
hand side (Black Box)

Solution of the Yule-Walker equations for real symmetric positive-definite Toeplitz matrix, one
right-hand side

Solution of real symmetric positive-definite Toeplitz system, one right-hand side

Minimal least-squares solution of m real equations in n unknowns, rank <n, m > n

Minimal least-squares solution of m real equations in n unknowns, rank <n, m > n
Least-squares (if rank = n) or minimal least-squares (if rank < n) solution of m real equations
in n unknowns, rank <n,m>n

Real general Gauss-Markov linear model (including weighted least-squares)
Equality-constrained real linear least-squares problem

Complex general Gauss—Markov linear model (including weighted least-squares)
Equality-constrained complex linear least-squares problem

Solution of real tridiagonal simultaneous linear equations (coefficient matrix already factorized
by FOILEF)

Solution of real almost block diagonal simultaneous linear equations (coefficient matrix already
factorized by FO1LHF)

Solution of real symmetric positive-definite variable-bandwidth simultaneous linear equations
(coefficient matrix already factorized by FO1MCF)

Update solution of the Yule-Walker equations for real symmetric positive-definite Toeplitz
matrix

Update solution of real symmetric positive-definite Toeplitz system

Sparse linear least-squares problem, m real equations in n unknowns

Covariance matrix for linear least-squares problems, m real equations in n unknowns

Norm estimation (for use in condition estimation), real matrix

Norm estimation (for use in condition estimation), complex matrix

Chapter F05 — Orthogonalisation

FOBAAF

Gram-Schmidt orthogonalisation of n vectors of order m
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Chapter F06 — Linear Algebra Support Routines

FO6AAF
FO6BAF
FO6BCF
FO6BEF
FO6BHF
FO6BLF
FO6BMF
FQ6BNF
FO6BPF
FO6CAF
FO6CBF
FO6CCF
FO6CDF
FO6CHF
FO6CLF
FO6DBF
FO6DFF
FO6EAF
FO6ECF
FO6EDF
FOBEFF
FO6EGF
FO6EJF
FO6EKF
FO6EPF
FO6ERF
FO6ETF
FO6EUF
FOBEVF
FO6EWF
FO6EXF
FO6FAF
FO6FBF
FO6FCF
FO6FDF
FO6FGF
FO6FJF
FO6FKF
FO6FLF
FO6FPF
FO6FQF
FO6FRF
FO6FSF
FO6FTF
FO6FUF
FO6GAF
FO6GBF
FO6GCF
FO6GDF
FO6GFF
FO6GGF
FO6GRF
FO6GSF
FO6GTF
FO6GUF
FO6GVF
FO6GWF

(SROTG/DROTG) Generate real plane rotation

Generate real plane rotation, storing tangent

Recover cosine and sine from given real tangent

Generate real Jacobi plane rotation

Apply real similarity rotation to 2 by 2 symmetric matrix

Compute quotient of two real scalars, with overflow flag

Compute Euclidean norm from scaled form

Compute square root of (a® + b?), real a and b

Compute eigenvalue of 2 by 2 real symmetric matrix

Generate complex plane rotation, storing tangent, real cosine

Generate complex plane rotation, storing tangent, real sine

Recover cosine and sine from given complex tangent, real cosine
Recover cosine and sine from given complex tangent, real sine

Apply complex similarity rotation to 2 by 2 Hermitian matrix
Compute quotient of two complex scalars, with overflow flag

Broadcast scalar into integer vector

Copy integer vector

(SDOT/DDOT) Dot product of two real vectors

(SAXPY/DAXPY) Add scalar times real vector to real vector
(SSCAL/DSCAL) Multiply real vector by scalar

(SCOPY/DCOPY) Copy real vector

(SSWAP/DSWAP) Swap two real vectors

(SNRM2/DNRM2) Compute Euclidean norm of real vector
(SASUM/DASUM) Sum absolute values of real vector elements
(SROT/DROT) Apply real plane rotation

(SDOTI/DDOTI) Dot product of two real sparse vectors
(SAXPYI/DAXPYI) Add scalar times real sparse vector to real sparse vector
(SGTHR/DGTHR) Gather real sparse vector

(SGTHRZ/DGTHRZ) Gather and set to zero real sparse vector
(SSCTR/DSCTR) Scatter real sparse vector

(SROTI/DROTI) Apply plane rotation to two real sparse vectors
Compute cosine of angle between two real vectors

Broadcast scalar into real vector

Multiply real vector by diagonal matrix

Multiply real vector by scalar, preserving input vector

Negate real vector

Update Euclidean norm of real vector in scaled form

Compute weighted Euclidean norm of real vector

Elements of real vector with largest and smallest absolute value

Apply real symmetric plane rotation to two vectors

Generate sequence of real plane rotations

Generate real elementary reflection, NAG style

Generate real elementary reflection, LINPACK style

Apply real elementary reflection, NAG style

Apply real elementary reflection, LINPACK style

(CDOTU/ZDOTU) Dot product of two complex vectors, unconjugated
(CDOTC/ZDOTC) Dot product of two complex vectors, conjugated
(CAXPY/ZAXPY) Add scalar times complex vector to complex vector
(CSCAL/ZSCAL) Multiply complex vector by complex scalar
(CCOPY/ZCOPY) Copy complex vector

(CSWAP/ZSWAP) Swap two complex vectors

(CDOTUI/ZDOTUI) Dot product of two complex sparse vector, unconjugated
(CDOTCI/ZDOTCI) Dot product of two complex sparse vector, conjugated
(CAXPYI/ZAXPYI) Add scalar times complex sparse vector to complex sparse vector
(CGTHR/ZGTHR) Gather complex sparse vector
(CGTHRZ/ZGTHRZ) Gather and set to zero complex sparse vector
(CSCTR/ZSCTR) Scatter complex sparse vector
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FO6HBF
FO6HCF
FO6HDF
FO6HGF
FO6HPF
FO6HQF
FO6HRF
FO6HETF
F06JDF
FO06JJF
FO6JKF
FO6JLF
FO6JMF
FO6KCF
FO6KDF
FO6KFF
FO6KJF
FO6KLF
FO6KPF
FO6PAF
FO6PBF
FO6PCF
FO6PDF
FO6PEF
FO6PFF
FO6PGF
FO6PHF
FO6PJF
FO6PKF
FO6PLF
FO6PMF
FO6PPF
FO6PQF
FO6PRF
FO6PSF
FO6QFF
FO6QHF
FO6QJF
FO6QKF
FO6QMF
FO6QPF
F06QQF

FO6QRF
FO6QSF
FO6QTF

FO6QVF
FO6QWF
FO6QXF
FO6RAF
FO6RBF
FO6RCF
FO6RDF

FO6REF
FO6RJF

Library Contents

Broadcast scalar into complex vector

Multiply complex vector by complex diagonal matrix

Multiply complex vector by complex scalar, preserving input vector

Negate complex vector

Apply complex plane rotation

Generate sequence of complex plane rotations

Generate complex elementary reflection

Apply complex elementary reflection

(CSSCAL/ZDSCAL) Multiply complex vector by real scalar

(SCNRM2/DZNRM2) Compute Euclidean norm of complex vector

(SCASUM/DZASUM) Sum absolute values of complex vector elements

(ISAMAX/IDAMAX) Index, real vector element with largest absolute value
(ICAMAX/IZAMAX) Index, complex vector element with largest absolute value

Multiply complex vector by real diagonal matrix

Multiply complex vector by real scalar, preserving input vector

Copy real vector to complex vector

Update Euclidean norm of complex vector in scaled form

Last non-negligible element of real vector

Apply real plane rotation to two complex vectors

(SGEMV/DGEMYV) Matrix-vector product, real rectangular matrix

(SGBMV/DGBMV) Matrix-vector product, real rectangular band matrix

(SSYMV/DSYMV) Matrix-vector product, real symmetric matrix

(SSBMV/DSBMYV) Matrix-vector product, real symmetric band matrix

(SSPMV/DSPMV) Matrix-vector product, real symmetric packed matrix

(STRMV/DTRMYV) Matrix-vector product, real triangular matrix

(STBMV/DTBMYV) Matrix-vector product, real triangular band matrix

(STPMV/DTPMV) Matrix-vector product, real triangular packed matrix

(STRSV/DTRSV) System of equations, real triangular matrix

(STBSV/DTBSV) System of equations, real triangular band matrix

(STPSV/DTPSV) System of equations, real triangular packed matrix

(SGER/DGER) Rank-1 update, real rectangular matrix

(SSYR/DSYR) Rank-1 update, real symmetric matrix

(SSPR/DSPR) Rank-1 update, real symmetric packed matrix

(SSYR2/DSYR2) Rank-2 update, real symmetric matrix

(SSPR2/DSPR2) Rank-2 update, real symmetric packed matrix

Matrix copy, real rectangular or trapezoidal matrix

Matrix initialisation, real rectangular matrix

Permute rows or columns, real rectangular matrix, permutations represented by an integer array
Permute rows or columns, real rectangular matrix, permutations represented by a real array
Orthogonal similarity transformation of real symmetric matrix as a sequence of plane rotations
QR factorization by sequence of plane rotations, rank-1 update of real upper triangular matrix
QR factorization by sequence of plane rotations, real upper triangular matrix augmented by a
full row

QR or RQ factorization by sequence of plane rotations, real upper Hessenberg matrix

QR or RQ factorization by sequence of plane rotations, real upper spiked matrix

QR factorization of UZ or RQ factorization of ZU, U real upper triangular, Z a sequence of
plane rotations

Compute upper Hessenberg matrix by sequence of plane rotations, real upper triangular matrix
Compute upper spiked matrix by sequence of plane rotations, real upper triangular matrix
Apply sequence of plane rotations, real rectangular matrix

1-norm, oo-norm, Frobenius norm, largest absolute element, real general matrix

1-norm, oo-norm, Frobenius norm, largest absolute element, real band matrix

1-norm, oco-norm, Frobenius norm, largest absolute element, real symmetric matrix

1-norm, co-norm, Frobenius norm, largest absolute element, real symmetric matrix, packed
storage

1-norm, co-norm, Frobenius norm, largest absolute element, real symmetric band matrix
1-norm, co-norm, Frobenius norm, largest absolute element, real trapezoidal/triangular matrix
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FO6RKF

FO6RLF
FO6RMF
FO6SAF
FO6SBF
FO6SCF
FO6SDF
FO6SEF
FO6SFF
FO6SGF
FO6SHF
FO06SJF
FO6SKF
FO6SLF
FO6SMF
FO6SNF
FO6SPF
FO6SQF
FO6SRF
FO6SSF
FO6TFF
FO6THF
FO6TMF
FO6TPF

FO6TQF

FO6TRF
FO6TSF
FO6TTF

FO6TVF

FO6TWF
FO6TXF
FO6TYF
FO6UAF
FO6UBF
FO6UCF
FO6UDF

FO6UEF
FO6UFF
FO6UGF

FO6UHF
FO6UJF

FO6UKF
FO6ULF
FO6UMF
FO6VJF
FO6VKF

FO6VXF

l1-norm, co-norm, Frobenius norm, largest absolute element, real triangular matrix, packed
storage

1-norm, co-norm, Frobenius norm, largest absolute element, real triangular band matrix
1-norm, co-norm, Frobenius norm, largest absolute element, real Hessenberg matrix
(CGEMV/ZGEMYV) Matrix-vector product, complex rectangular matrix

(CGBMV/ZGBMV) Matrix-vector product, complex rectangular band matrix
(CHEMV/ZHEMV) Matrix-vector product, complex Hermitian matrix

(CHBMV/ZHBMYV) Matrix-vector product, complex Hermitian band matrix
(CHPMV/ZHPMYV) Matrix-vector product, complex Hermitian packed matrix
(CTRMV/ZTRMYV) Matrix-vector product, complex triangular matrix

(CTBMV/ZTBMYV) Matrix-vector product, complex triangular band matrix
(CTPMV/ZTPMV) Matrix-vector product, complex triangular packed matrix
(CTRSV/ZTRSV) System of equations, complex triangular matrix

(CTBSV/ZTBSV) System of equations, complex triangular band matrix

(CTPSV/ZTPSV) System of equations, complex triangular packed matrix

(CGERU/ZGERU) Rank-1 update, complex rectangular matrix, unconjugated vector
(CGERC/ZGERC) Rank-1 update, complex rectangular matrix, conjugated vector
(CHER/ZHER) Rank-1 update, complex Hermitian matrix

(CHPR/ZHPR) Rank-1 update, complex Hermitian packed matrix

(CHER2/ZHER2) Rank-2 update, complex Hermitian matrix

(CHPR2/ZHPR2) Rank-2 update, complex Hermitian packed matrix

Matrix copy, complex rectangular or trapezoidal matrix

Matrix initialisation, complex rectangular matrix

Unitary similarity transformation of Hermitian matrix as a sequence of plane rotations

QR factorization by sequence of plane rotations, rank-1 update of complex upper triangular
matrix

QRzk factorization by sequence of plane rotations, complex upper triangular matrix augmented
by a full row

QR or RQ factorization by sequence of plane rotations, complex upper Hessenberg matrix
QR or RQ factorization by sequence of plane rotations, complex upper spiked matrix

QR factorization of UZ or RQ factorization of ZU, U complex upper triangular, Z a sequence
of plane rotations

Compute upper Hessenberg matrix by sequence of plane rotations, complex upper triangular
matrix

Compute upper spiked matrix by sequence of plane rotations, complex upper triangular matrix
Apply sequence of plane rotations, complex rectangular matrix, real cosine and complex sine
Apply sequence of plane rotations, complex rectangular matrix, complex cosine and real sine
1-norm, co-norm, Frobenius norm, largest absolute element, complex general matrix

1-norm, co-norm, Frobenius norm, largest absolute element, complex band matrix

1-norm, oo-norm, Frobenius norm, largest absolute element, complex Hermitian matrix
1-norm, oco-norm, Frobenius norm, largest absolute element, complex Hermitian matrix, packed
storage

1-norm, co-norm, Frobenius norm, largest absolute element, complex Hermitian band matrix
1-norm, oco-norm, Frobenius norm, largest absolute element, complex symmetric matrix
1-norm, oo-norm, Frobenius norm, largest absolute element, complex symmetric matrix, packed
storage

1-norm, oo-norm, Frobenius norm, largest absolute element, complex symmetric band matrix
1-norm, oco-norm, Frobenius norm, largest absolute element, complex trapezoidal/triangular
matrix

1-norm, oo-norm, Frobenius norm, largest absolute element, complex triangular matrix, packed
storage

1-norm, oo-norm, Frobenius norm, largest absolute element, complex triangular band matrix
1-norm, co-norm, Frobenius norm, largest absolute element, complex Hessenberg matrix
Permute rows or columns, complex rectangular matrix, permutations represented by an integer
array

Permute rows or columns, complex rectangular matrix, permutations represented by a real
array

Apply sequence of plane rotations, complex rectangular matrix, real cosine and sine
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FO6YAF
FO6YCF

FO6YFF
FO6YJF
FO6YPF
FO6YRF
FO6ZAF
FO06ZCF
FO6ZFF
FO06ZJF
FO6ZPF
FO6ZRF
FO6ZTF

FO6ZUF
FO6ZWF

(SGEMM/DGEMM) Matrix-matrix product, two real rectangular matrices
(SSYMM/DSYMM) Matrix-matrix product, one real symmetric matrix, one real rectangular
matrix

(STRMM/DTRMM) Matrix-matrix product, one real triangular matrix, one real rectangular
matrix

(STRSM/DTRSM) Solves system of equations with multiple right-hand sides, real triangular
coefficient matrix '
(SSYRK/DSYRK) Rank-k update of real symmetric matrix

(SSYR2K/DSYR2K) Rank-2k update of real symmetric matrix

(CGEMM/ZGEMM) Matrix-matrix product, two complex rectangular matrices
(CHEMM/ZHEMM) Matrix-matrix product, one complex Hermitian matrix, one complex
rectangular matrix

(CTRMM/ZTRMM) Matrix-matrix product, one complex triangular matrix, one complex
rectangular matrix

(CTRSM/ZTRSM) Solves system of equations with multiple right-hand sides, complex
triangular coefficient matrix

(CHERK/ZHERK) Rank-k update of complex Hermitian matrix

(CHER2K/ZHER2K) Rank-2k update of complex Hermitian matrix

(CSYMM/ZSYMM) Matrix-matrix product, one complex symmetric matrix, one complex
rectangular matrix

(CSYRK/ZSYRK) Rank-k update of complex symmetric matrix

(CSYR2K/ZHER2K) Rank-2k update of complex symmetric matrix

Chapter F07 — Linear Equations (LAPACK)

FO7TADF
FOTAEF

FOTAGF
FOTAHF
FOTAJF
FO7ARF
FO7ASF
FOTAUF
FO7AVF
FO7AWF
FO7BDF
FO7BEF
FO7BGF

FO7BHF

FO7BRF
FO7BSF

FO7BUF

FO7BVF

FO7FDF
FO7FEF

(SGETRF/DGETRF) LU factorization of real m by n matrix

(SGETRS/DGETRS) Solution of real system of linear equations, multiple right-hand sides,
matrix already factorized by FOTADF

(SGECON/DGECON) Estimate condition number of real matrix, matrix already factorized by
FO7TADF

(SGERFS/DGERFS) Refined solution with error bounds of real system of linear equations,
multiple right-hand sides

(SGETRI/DGETRI) Inverse of real matrix, matrix already factorized by FOTADF
(CGETRF/ZGETRF) LU factorization of complex m by n matrix

(CGETRS/ZGETRS) Solution of complex system of linear equations, multiple right-hand sides,
matrix already factorized by FOTARF

(CGECON/ZGECON) Estimate condition number of complex matrix, matrix already factor-
1zed by FOTARF

(CGERFS/ZGERFS) Refined solution with error bounds of complex system of linear equations,
multiple right-hand sides

(CGETRI/ZGETRI) Inverse of complex matrix, matrix already factorized by FOTARF
(SGBTRF/DGBTRF) LU factorization of real m by n band matrix

(SGBTRS/DGBTRS) Solution of real band system of linear equations, multiple right-hand
sides, matrix already factorized by FO7TBDF

(SGBCON/DGBCON) Estimate condition number of real band matrix, matrix already
factorized by FO7TBDF

(SGBRFS/DGBRFS) Refined solution with error bounds of real band system of linear
equations, multiple right-hand sides

(CGBTRF/ZGBTRF) LU factorization of complex m by n band matrix
(CGBTRS/ZGBTRS) Solution of complex band system of linear equations, multiple right-hand
sides, matrix already factorized by FO7TBRF

(CGBCON/ZGBCON) Estimate condition number of complex band matrix, matrix already
factorized by FOTBRF

(CGBRFS/ZGBRFS) Refined solution with error bounds of complex band system of linear
equations, multiple right-hand sides

(SPOTRF/DPOTRF) Cholesky factorization of real symmetric positive-definite matrix
(SPOTRS/DPOTRS) Solution of real symmetric positive-definite system of linear equations,
multiple right-hand sides, matrix already factorized by FO7TFDF

[NP3390/19)] LIBCONTS.13



Library Contents Library Information

FO7FGF

FO7FHF

FOTFJF

FO7FRF
FO7FSF

FOTFUF

FOTFVF

FOTFWF

FO7GDF

FO7GEF

FO7GGF

FO7GHF

FO7GJF

FO7GRF

FO7GSF

FO7GUF

FO7GVF

FO7GWF

FO7HDF
FOTHEF

FO7THGF

FO7THHF

FO7HRF

FO7HSF

FO7HUF

FO7HVF

FO7MDF
FO7MEF

FO7MGF

FO7MHF

(SPOCON/DPOCON) Estimate condition number of real symmetric positive-definite matrix,
matrix already factorized by FOTFDF

(SPORFS/DPORFS) Refined solution with error bounds of real symmetric positive-definite
system of linear equations, multiple right-hand sides

(SPOTRI/DPOTRI) Inverse of real symmetric positive-definite matrix, matrix already factor-
ized by FO7TFDF '
(CPOTRF/ZPOTRF) Cholesky factorization of complex Hermitian positive-definite matrix
(CPOTRS/ZPOTRS) Solution of complex Hermitian positive-definite system of linear equa-
tions, multiple right-hand sides, matrix already factorized by FOTFRF

(CPOCON/ZPOCON) Estimate condition number of complex Hermitian positive-definite
matrix, matrix already factorized by FOTFRF

(CPORFS/ZPORFS) Refined solution with error bounds of complex Hermitian positive-definite
system of linear equations, multiple right-hand sides

(CPOTRI/ZPOTRI) Inverse of complex Hermitian positive-definite matrix, matrix already
factorized by FOTFRF

(SPPTRF/DPPTRF) Cholesky factorization of real symmetric positive-definite matrix, packed
storage

(SPPTRS/DPPTRS) Solution of real symmetric positive-definite system of linear equations,
multiple right-hand sides, matrix already factorized by FOTGDF, packed storage
(SPPCON/DPPCON) Estimate condition number of real symmetric positive-definite matrix,
matrix already factorized by FO7TGDF, packed storage

(SPPRFS/DPPRFS) Refined solution with error bounds of real symmetric positive-definite
system of linear equations, multiple right-hand sides, packed storage

(SPPTRI/DPPTRI) Inverse of real symmetric positive-definite matrix, matrix already factor-
ized by FOTGDF, packed storage

(CPPTRF/ZPPTRF) Cholesky factorization of complex Hermitian positive-definite matrix,
packed storage

(CPPTRS/ZPPTRS) Solution of complex Hermitian positive-definite system of linear equa-
tions, multiple right-hand sides, matrix already factorized by FOTGRF, packed storage
(CPPCON/ZPPCON) Estimate condition number of complex Hermitian positive-definite
matrix, matrix already factorized by FOTGRF, packed storage

(CPPRFS/ZPPRFS) Refined solution with error bounds of complex Hermitian positive-definite
system of linear equations, multiple right-hand sides, packed storage

(CPPTRI/ZPPTRI) Inverse of complex Hermitian positive-definite matrix, matrix already
factorized by FOTGRF, packed storage

(SPBTRF/DPBTRF) Cholesky factorization of real symmetric positive-definite band matrix
(SPBTRS/DPBTRS) Solution of real symmetric positive-definite band system of linear
equations, multiple right-hand sides, matrix already factorized by FOTHDF
(SPBCON/DPBCON) Estimate condition number of real symmetric positive-definite band
matrix, matrix already factorized by FOTHDF

(SPBRFS/DPBRFS) Refined solution with error bounds of real symmetric positive-definite
band system of linear equations, multiple right-hand sides

(CPBTRF/ZPBTRF) Cholesky factorization of complex Hermitian positive-definite band
matrix

(CPBTRS/ZPBTRS) Solution of complex Hermitian positive-definite band system of linear
equations, multiple right-hand sides, matrix already factorized by FOTHRF
(CPBCON/ZPBCON) Estimate condition number of complex Hermitian positive-definite band
matrix, matrix already factorized by FOTHRF

(CPBRFS/ZPBRFS) Refined solution with error bounds of complex Hermitian positive-definite
band system of linear equations, multiple right-hand sides

(SSYTRF/DSYTRF) Bunch-Kaufman factorization of real symmetric indefinite matrix
(SSYTRS/DSYTRS) Solution of real symmetric indefinite system of linear equations, multiple
right-hand sides, matrix already factorized by FOTMDF

(SSYCON/DSYCON) Estimate condition number of real symmetric indefinite matrix, matrix
already factorized by FOTMDF

(SSYRFS/DSYRFS) Refined solution with error bounds of real symmetric indefinite system of
linear equations, multiple right-hand sides
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FOTMJF

FO7MRF
FO7TMSF

FO7MUF
FOTMVF
FOTMWF

FO7NRF
FO7NSF

FO7NUF
FO7NVF
FO7NWF
FO7PDF
FO7PEF
FO7PGF
FO7PHF
FO7PJF
FO7PRF
FO7PSF
FO7PUF
FOTPVF
FO7PWF
FO7QRF
FO7QSF
FO7QUF
FO7TQVF
FOTQWF
FO7TEF

FO7TGF
FO7THF

FOTTJF
FO7TSF

(SSYTRI/DSYTRI) Inverse of real symmetric indefinite matrix, matrix already factorized by
FO7TMDF

(CHETRF/ZHETRF) Bunch-Kaufman factorization of complex Hermitian indefinite matrix
(CHETRS/ZHETRS) Solution of complex Hermitian indefinite system of linear equations,
multiple right-hand sides, matrix already factorized by FOTMRF

(CHECON/ZHECON) Estimate condition number of complex Hermitian indefinite matrix,
matrix already factorized by FOTMRF

(CHERFS/ZHERFS) Refined solution with error bounds of complex Hermitian indefinite
system of linear equations, multiple right-hand sides

(CHETRI/ZHETRI) Inverse of complex Hermitian indefinite matrix, matrix already factorized
by FOTMRF

(CSYTRF/ZSYTRF) Bunch-Kaufman factorization of complex symmetric matrix
(CSYTRS/ZSYTRS) Solution of complex symmetric system of linear equations, multiple right-
hand sides, matrix already factorized by FOTNRF

(CSYCON/ZSYCON) Estimate condition number of complex symmetric matrix, matrix already
factorized by FOTNRF

(CSYRFS/ZSYRFS) Refined solution with error bounds of complex symmetric system of linear
equations, multiple right-hand sides

(CSYTRI/ZSYTRI) Inverse of complex symmetric matrix, matrix already factorized by
FO7NRF

(SSPTRF/DSPTRF) Bunch-Kaufman factorization of real symmetric indefinite matrix, packed
storage

(SSPTRS/DSPTRS) Solution of real symmetric indefinite system of linear equations, multiple
right-hand sides, matrix already factorized by FOTPDF, packed storage

(SSPCON/DSPCON) Estimate condition number of real symmetric indefinite matrix, matrix
already factorized by FO7TPDF, packed storage

(SSPRFS/DSPRFS) Refined solution with error bounds of real symmetric indefinite system of
linear equations, multiple right-hand sides, packed storage

(SSPTRI/DSPTRI) Inverse of real symmetric indefinite matrix, matrix already factorized by
FO7PDF, packed storage

(CHPTRF/ZHPTRF) Bunch-Kaufman factorization of complex Hermitian indefinite matrix,
packed storage

(CHPTRS/ZHPTRS) Solution of complex Hermitian indefinite system of linear equations,
multiple right-hand sides, matrix already factorized by FO7PRF, packed storage
(CHPCON/ZHPCON) Estimate condition number of complex Hermitian indefinite matrix,
matrix already factorized by FOTPRF, packed storage

(CHPRFS/ZHPRFS) Refined solution with error bounds of complex Hermitian indefinite
system of linear equations, multiple right-hand sides, packed storage

(CHPTRI/ZHPTRI) Inverse of complex Hermitian indefinite matrix, matrix already factorized
by FO7TPRF, packed storage

(CSPTRF/ZSPTRF) Bunch-Kaufman factorization of complex symmetric matrix, packed
storage

(CSPTRS/ZSPTRS) Solution of complex symmetric system of linear equations, multiple right-
hand sides, matrix already factorized by FOTQRF, packed storage

(CSPCON/ZSPCON) Estimate condition number of complex symmetric matrix, matrix already
factorized by FOTQRF, packed storage

(CSPRFS/ZSPRFS) Refined solution with error bounds of complex symmetric system of linear
equations, multiple right-hand sides, packed storage

(CSPTRI/ZSPTRI) Inverse of complex symmetric matrix, matrix already factorized by
FO7QRF, packed storage

(STRTRS/DTRTRS) Solution of real triangular system of linear equations, multiple right-hand
sides

(STRCON/DTRCON) Estimate condition number of real triangular matrix
(STRRFS/DTRRFS) Error bounds for solution of real triangular system of linear equations,
multiple right-hand sides

(STRTRI/DTRTRI) Inverse of real triangular matrix

(CTRTRS/ZTRTRS) Solution of complex triangular system of linear equations, multiple right-
hand sides
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FOTTUF
FO7TVF

FO7TWF
FO7UEF

FO7UGF
FO7UHF

FOTUJF
FO7USF

FO7UUF
FO7UVF

FO7TUWF
FO7VEF

FO7VGF
FO7VHF

FO7VSF

FO7VUF
FO7VVF

(CTRCON/ZTRCON) Estimate condition number of complex triangular matrix
(CTRRFS/ZTRRFS) Error bounds for solution of complex triangular system of linear
equations, multiple right-hand sides

(CTRTRI/ZTRTRI) Inverse of complex triangular matrix

(STPTRS/DTPTRS) Solution of real triangular system of linear equations, multiple right-hand
sides, packed storage '
(STPCON/DTPCON) Estimate condition number of real triangular matrix, packed storage
(STPRFS/DTPRFS) Error bounds for solution of real triangular system of linear equations,
multiple right-hand sides, packed storage

(STPTRI/DTPTRI) Inverse of real triangular matrix, packed storage

(CTPTRS/ZTPTRS) Solution of complex triangular system of linear equations, multiple right-
hand sides, packed storage

(CTPCON/ZTPCON) Estimate condition number of complex triangular matrix, packed storage
(CTPRFS/ZTPRFS) Error bounds for solution of complex triangular system of linear
equations, multiple right-hand sides, packed storage

(CTPTRI/ZTPTRI) Inverse of complex triangular matrix, packed storage
(STBTRS/DTBTRS) Solution of real band triangular system of linear equations, multiple
right-hand sides

(STBCON/DTBCON) Estimate condition number of real band triangular matrix
(STBRFS/DTBRFS) Error bounds for solution of real band triangular system of linear
equations, multiple right-hand sides

(CTBTRS/ZTBTRS) Solution of complex band triangular system of linear equations, multiple
right-hand sides

(CTBCON/ZTBCON) Estimate condition number of complex band triangular matrix
(CTBRFS/ZTBRFS) Error bounds for solution of complex band triangular system of linear
equations, multiple right-hand sides

Chapter F08 — Least-squares and Eigenvalue Problems (LAPACK)

FOBAEF
FO8BAFF

FO8AGF
FO8AHF
FO8AJF
FO8AKF
FO8ASF
FO8ATF
FO8AUF
FOBAVF
FOBAWF
FOBAXF
FO8BEF
FO8BSF
FO8FCF
FOSFEF
FOSFFF

FO8FGF
FOSFQF

FO8FSF

(SGEQRF/DGEQRF) QR factorization of real general rectangular matrix
(SORGQR/DORGQR) Form all or part of orthogonal @ from QR factorization determined by
FO8AEF or FO8BEF

(SORMQR/DORMQR) Apply orthogonal transformation determined by FOSAEF or FOS8BEF
(SGELQF/DGELQF) LQ factorization of real general rectangular matrix
(SORGLQ/DORGLQ) Form all or part of orthogonal @ from L@ factorization determined by
FOSAHF

(SORMLQ/DORMLQ) Apply orthogonal transformation determined by FOSAHF
(CGEQRF/ZGEQRF) QR factorization of complex general rectangular matrix
(CUNGQR/ZUNGQR) Form all or part of unitary @ from QR factorization determined by
FO8ASF or FO8BSF

(CUNMQR/ZUNMQR) Apply unitary transformation determined by FO8ASF or FO8BSF
(CGELQF/ZGELQF) LQ factorization of complex general rectangular matrix
(CUNGLQ/ZUNGLQ) Form all or part of unitary @ from L@ factorization determined by
FOSAVF

(CUNMLQ/ZUNMLQ) Apply unitary transformation determined by FOSAVF
(SGEQPF/DGEQPF) QR factorization of real general rectangular matrix with column pivoting
(CGEQPF/ZGEQPF) QR factorization of complex general rectangular matrix with column
pivoting

(SSYEVD/DSYEVD) All eigenvalues and optionally all eigenvectors of real symmetric matrix,
using divide and conquer

(SSYTRD/DSYTRD) Orthogonal reduction of real symmetric matrix to symmetric tridiagonal
form

(SORGTR/DORGTR) Generate orthogonal transformation matrix from reduction to tridiag-
onal form determined by FOS8FEF

(SORMTR/DORMTR) Apply orthogonal transformation determined by FOSFEF
(CHEEVD/ZHEEVD) All eigenvalues and optionally all eigenvectors of complex Hermitian
matrix, using divide and conquer

(CHETRD/ZHETRD) Unitary reduction of complex Hermitian matrix to real symmetric
tridiagonal form
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FOSFTF

FOBFUF
FO8GCF

FOBGEF
FO8GFF

FO8GGF
FO8GQF

FO8GSF
FO8GTF

FO8GUF
FO8HCF

FOSHEF

FOBHQF

FO8HSF

FO8JCF

FOBJEF

FO8JFF

FO8JGF

FO08JJF
FO8JKF

FO8JSF
FO8JUF
FO8JXF
FO8BKEF
FOBKFF
FOBKGF
FOBKSF
FOBKTF
FOBKUF
FOSLEF
FO8SLSF

FOBMEF
FOBMSF

(CUNGTR/ZUNGTR) Generate unitary transformation matrix from reduction to tridiagonal
form determined by FOS8FSF

(CUNMTR/ZUNMTR) Apply unitary transformation matrix determined by FO8FSF
(SSPEVD/DSPEVD) All eigenvalues and optionally all eigenvectors of real symmetric matrix,
packed storage, using divide and conquer

(SSPTRD/DSPTRD) Orthogonal reduction of real symmetric matrix to symmetric tridiagonal
form, packed storage

(SOPGTR/DOPGTR) Generate orthogonal transformation matrix from reduction to tridiago-
nal form determined by FOSGEF

(SOPMTR/DOPMTR) Apply orthogonal transformation determined by FOS8GEF
(CHPEVD/ZHPEVD) All eigenvalues and optionally all eigenvectors of complex Hermitian
matrix, packed storage, using divide and conquer

(CHPTRD/ZHPTRD) Unitary reduction of complex Hermitian matrix to real symmetric
tridiagonal form, packed storage

(CUPGTR/ZUPGTR) Generate unitary transformation matrix from reduction to tridiagonal
form determined by FO8GSF

(CUPMTR/ZUPMTR) Apply unitary transformation matrix determined by FO8GSF
(SSBEVD/DSBEVD) All eigenvalues and optionally all eigenvectors of real symmetric band
matrix, using divide and conquer

(SSBTRD/DSBTRD) Orthogonal reduction of real symmetric band matrix to symmetric
tridiagonal form

(CHBEVD/ZHBEVD) All eigenvalues and optionally all eigenvectors of complex Hermitian
band matrix, using divide and conquer

(CHBTRD/ZHBTRD) Unitary reduction of complex Hermitian band matrix to real symmetric
tridiagonal form

(SSTEVD/DSTEVD) All eigenvalues and optionally all eigenvectors of real symmetric tridiag-
onal matrix, using divide and conquer

(SSTEQR/DSTEQR) All eigenvalues and eigenvectors of real symmetric tridiagonal matrix,
reduced from real symmetric matrix using implicit QL or QR

(SSTERF/DSTERF) All eigenvalues of real symmetric tridiagonal matrix, root-free variant of
QL or QR

(SPTEQR/DPTEQR) All eigenvalues and eigenvectors of real symmetric positive-definite
tridiagonal matrix, reduced from real symmetric positive-definite matrix

(SSTEBZ/DSTEBZ) Selected eigenvalues of real symmetric tridiagonal matrix by bisection
(SSTEIN/DSTEIN) Selected eigenvectors of real symmetric tridiagonal matrix by inverse
iteration, storing eigenvectors in real array

(CSTEQR/ZSTEQR) All eigenvalues and eigenvectors of real symmetric tridiagonal matrix,
reduced from complex Hermitian matrix, using implicit QL or QR

(CPTEQR/ZPTEQR) All eigenvalues and eigenvectors of real symmetric positive-definite
tridiagonal matrix, reduced from complex Hermitian positive-definite matrix
(CSTEIN/ZSTEIN) Selected eigenvectors of real symmetric tridiagonal matrix by inverse
iteration, storing eigenvectors in complex array

(SGEBRD/DGEBRD) Orthogonal reduction of real general rectangular matrix to bidiagonal
form

(SORGBR/DORGBR) Generate orthogonal transformation matrices from reduction to bidiag-
onal form determined by FOSKEF

(SORMBR/DORMBR) Apply orthogonal transformations from reduction to bidiagonal form
determined by FOSKEF

(CGEBRD/ZGEBRD) Unitary reduction of complex general rectangular matrix to bidiagonal
form

(CUNGBR/ZUNGBR) Generate unitary transformation matrices from reduction to bidiagonal
form determined by FOS8KSF

(CUNMBR/ZUNMBR) Apply unitary transformations from reduction to bidiagonal form
determined by FOS8KSF

(SGBBRD/DGBBRD) Reduction of real rectangular band matrix to upper bidiagonal form
(CGBBRD/ZGBBRD) Reduction of complex rectangular band matrix to upper bidiagonal form
(SBDSQR/DBDSQR) SVD of real bidiagonal matrix reduced from real general matrix
(CBDSQR/ZBDSQR) SVD of real bidiagonal matrix reduced from complex general matrix
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FOBNEF
FOBNFF

FOBNGF

FO8NHF
FO8NJF

FO8NSF
FO8BNTF

FO8NUF

FO8NVF
FO8NWF

FO8PEF
FO8PKF
FO8PSF
FO8PXF
FO8BQFF
FO8QGF
FO8QHF

FOBQKF
FO8QLF

FO8QTF
FO8QUF
FO8QVF

FO8QXF
FO8QYF

FO8SEF
FO8SSF
FO8TEF
FO8TSF
FO8SUEF
FO8UFF
FO8USF

FO8UTF

(SGEHRD/DGEHRD) Orthogonal reduction of real general matrix to upper Hessenberg form
(SORGHR/DORGHR) Generate orthogonal transformation matrix from reduction to Hessen-
berg form determined by FOSNEF

(SORMHR/DORMHR) Apply orthogonal transformation matrix from reduction to Hessenberg
form determined by FOSNEF

(SGEBAL/DGEBAL) Balance real general matrix ‘
(SGEBAK/DGEBAK) Transform eigenvectors of real balanced matrix to those of original
matrix supplied to FOSNHF

(CGEHRD/ZGEHRD) Unitary reduction of complex general matrix to upper Hessenberg form
(CUNGHR/ZUNGHR) Generate unitary transformation matrix from reduction to Hessenberg
form determined by FOSNSF

(CUNMHR/ZUNMHR) Apply unitary transformation matrix from reduction to Hessenberg
form determined by FOSNSF

(CGEBAL/ZGEBAL) Balance complex general matrix

(CGEBAK/ZGEBAK) Transform eigenvectors of complex balanced matrix to those of original
matrix supplied to FOSNVF

(SHSEQR/DHSEQR) Eigenvalues and Schur factorization of real upper Hessenberg matrix
reduced from real general matrix

(SHSEIN/DHSEIN) Selected right and/or left eigenvectors of real upper Hessenberg matrix by
inverse iteration

(CHSEQR/ZHSEQR) Eigenvalues and Schur factorization of complex upper Hessenberg matrix
reduced from complex general matrix

(CHSEIN/ZHSEIN) Selected right and/or left eigenvectors of complex upper Hessenberg matrix
by inverse iteration

(STREXC/DTREXC) Reorder Schur factorization of real matrix using orthogonal similarity
transformation

(STRSEN/DTRSEN) Reorder Schur factorization of real matrix, form orthonormal basis of
right invariant subspace for selected eigenvalues, with estimates of sensitivities
(STRSYL/DTRSYL) Solve real Sylvester matrix equation AX + XB = C, A and B are upper
quasi-triangular or transposes

(STREVC/DTREVC) Left and right eigenvectors of real upper quasi-triangular matrix
(STRSNA/DTRSNA) Estimates of sensitivities of selected eigenvalues and eigenvectors of real
upper quasi-triangular matrix

(CTREXC/ZTREXC) Reorder Schur factorization of complex matrix using unitary similarity
transformation

(CTRSEN/ZTRSEN) Reorder Schur factorization of complex matrix, form orthonormal basis
of right invariant subspace for selected eigenvalues, with estimates of sensitivities
(CTRSYL/ZTRSYL) Solve complex Sylvester matrix equation AX + XB = C, A and B are
upper triangular or conjugate-transposes

(CTREVC/ZTREVC) Left and right eigenvectors of complex upper triangular matrix
(CTRSNA/ZTRSNA) Estimates of sensitivities of selected eigenvalues and eigenvectors of
complex upper triangular matrix

(SSYGST/DSYGST) Reduction to standard form of real symmetric-definite generalized
eigenproblem Az = ABz, ABz = Az or BAz = Az, B factorized by FO7TFDF
(CHEGST/ZHEGST) Reduction to standard form of complex Hermitian-definite generalized
eigenproblem Az = ABz, ABz = Az or BAz = Az, B factorized by FOTFRF
(SSPGST/DSPGST) Reduction to standard form of real symmetric-definite generalized
eigenproblem Az = ABzx, ABx = Az or BAz = Az, packed storage, B factorized by FO7TGDF
(CHPGST/ZHPGST) Reduction to standard form of complex Hermitian-definite generalized
eigenproblem Az = ABz, ABr = Az or BAz = Az, packed storage, B factorized by FO7TGRF
(SSBGST/DSBGST) Reduction of real symmetric-definite banded generalized eigenproblem
Az = ABz to standard form Cy = Ay, such that C has the same bandwidth as A
(SPBSTF/DPBSTF) Computes a split Cholesky factorization of real symmetric positive-
definite band matrix A

(CHBGST/ZHBGST) Reduction of complex Hermitian-definite banded generalized eigenprob-
lem Az = ABz to standard form Cy = Ay, such that C has the same bandwidth as A
(CPBSTF/ZPBSTF) Computes a split Cholesky factorization of complex Hermitian positive-
definite band matrix A
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Chapter F11 — Sparse Linear Algebra

F11BAF
F11BBF
F11BCF
F11BDF
F11BEF

F11BFF
F11BRF
F11BSF

F11BTF
F11DAF
F11DBF
F11DCF
F11DDF
F11DEF

F11DNF
F11DPF

F11DQF
F11DRF
F11DSF
F11GAF
F11GBF
F11GCF
F11JAF
F11JBF
F11JCF
F11JDF
F11JEF

F11JNF
F11JPF

F11JQF

F11JRF

F11JSF

F11XAF
F11XEF
F11XNF
F11XSF
F11ZAF
F11ZBF
F11ZNF
F11ZPF

Real sparse nonsymmetric linear systems, set-up for F11BBF

Real sparse nonsymmetric linear systems, preconditioned RGMRES, CGS or Bi-CGSTAB
Real sparse nonsymmetric linear systems, diagnostic for F11BBF

Real sparse nonsymmetric linear systems, set-up for F11BEF

Real sparse nonsymmetric linear systems, preconditioned RGMRES, CGS, Bi-CGSTAB or
TFQMR method

Real sparse nonsymmetric linear systems, diagnostic for F11BEF

Complex sparse non-Hermitian linear systems, set-up for F11BSF

Complex sparse non-Hermitian linear systems, preconditioned RGMRES, CGS, Bi-CGSTAB
or TFQMR method

Complex sparse non-Hermitian linear systems, diagnostic for F11BSF

Real sparse nonsymmetric linear systems, incomplete LU factorization

Solution of linear system involving incomplete LU preconditioning matrix generated by F1 1DAF
Solution of real sparse nonsymmetric linear system, RGMRES, CGS or Bi-CGSTAB method,
preconditioner computed by F11DAF (Black Box)

Solution of linear system involving preconditioning matrix generated by applying SSOR to real
sparse nonsymmetric matrix

Solution of real sparse nonsymmetric linear system, RGMRES, CGS or Bi-CGSTAB method,
Jacobi or SSOR preconditioner (Black Box)

Complex sparse non-Hermitian linear systems, incomplete LU factorization

Solution of complex linear system involving incomplete LU preconditioning matrix generated
by F11DNF

Solution of complex sparse non-Hermitian linear system, RGMRES, CGS, Bi-CGSTAB or
TFQMR method, preconditioner computed by F11DNF (Black Box)

Solution of linear system involving preconditioning matrix generated by applying SSOR to
complex sparse non-Hermitian matrix

Solution of complex sparse non-Hermitian linear system, RGMRES, CGS, Bi-CGSTAB or
TFQMR method, Jacobi or SSOR preconditioner (Black Box)

Real sparse symmetric linear systems, set-up for F11GBF

Real sparse symmetric linear systems, preconditioned conjugate gradient or Lanczos

Real sparse symmetric linear systems, diagnostic for F11GBF

Real sparse symmetric matrix, incomplete Cholesky factorization

Solution of linear system involving incomplete Cholesky preconditioning matrix generated by
F11JAF

Solution of real sparse symmetric linear system, conjugate gradient/Lanczos method, precon-
ditioner computed by F11JAF (Black Box)

Solution of linear system involving preconditioning matrix generated by applying SSOR to real
sparse symmetric matrix

Solution of real sparse symmetric linear system, conjugate gradient/Lanczos method, Jacobi or
SSOR preconditioner (Black Box)

Complex sparse Hermitian matrix, incomplete Cholesky factorization

Solution of complex linear system involving incomplete Cholesky preconditioning matrix
generated by F11JNF

Solution of complex sparse Hermitian linear system, conjugate gradient/Lanczos method,
preconditioner computed by F11INF (Black Box)

Solution of linear system involving preconditioning matrix generated by applying SSOR to
complex sparse Hermitian matrix

Solution of complex sparse Hermitian linear system, conjugate gradient/Lanczos method, Jacobi
or SSOR preconditioner (Black Box)

Real sparse nonsymmetric matrix vector multiply

Real sparse symmetric matrix vector multiply

Complex sparse non-Hermitian matrix vector multiply

Complex sparse Hermitian matrix vector multiply

Real sparse nonsymmetric matrix reorder routine

Real sparse symmetric matrix reorder routine

Complex sparse non-Hermitian matrix reorder routine

Complex sparse Hermitian matrix reorder routine
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Chapter GO1 — Simple Calculations and Statistical Data

GO1AAF Mean, variance, skewness, kurtosis, etc, one variable, from raw data

GO1ABF Mean, variance, skewness, kurtosis, etc, two variables, from raw data

GO1ADF Mean, variance, skewness, kurtosis, etc, one variable, from frequency table

GO1AEF Frequency table from raw data

GO1AFF Two-way contingency table analysis, with x2/Fisher’s exact test

GO1AGF Lineprinter scatterplot of two variables

GO1AHF Lineprinter scatterplot of one variable against Normal scores

GO1AJF Lineprinter histogram of one variable

GO1ALF Computes a five-point summary (median, hinges and extremes)

GO1ARF Constructs a stem and leaf plot

GO1ASF Constructs a box and whisker plot

GO1BJF Binomial distribution function

GO1BKF Poisson distribution function

GO1BLF Hypergeometric distribution function

GO1DAF Normal scores, accurate values

GO1DBF Normal scores, approximate values

GO1DCF Normal scores, approximate variance-covariance matrix

GO1DDF Shapiro and Wilk’s W test for Normality

GO1DHF Ranks, Normal scores, approximate Normal scores or exponential (Savage) scores

GO1EAF Computes probabilities for the standard Normal distribution

GO1EBF Computes probabilities for Student’s ¢-distribution

GO1ECF Computes probabilities for x? distribution

GO1EDF Computes probabilities for F-distribution

GO1EEF Computes upper and lower tail probabilities and probability density function for the beta
distribution

GO1EFF Computes probabilities for the gamma distribution

GO1EMF Computes probability for the Studentized range statistic

GO1EPF Computes bounds for the significance of a Durbin-Watson statistic

GO1ERF Computes probability for von Mises distribution

GO1EYF Computes probabilities for the one-sample Kolmogorov-Smirnov distribution

GO1EZF Computes probabilities for the two-sample Kolmogorov-Smirnov distribution

GO1FAF Computes deviates for the standard Normal distribution

GO1FBF Computes deviates for Student’s ¢-distribution

GO1FCF Computes deviates for the x? distribution

GO1FDF Computes deviates for the F-distribution

GO1FEF Computes deviates for the beta distribution

GO1FFF Computes deviates for the gamma distribution

GO1FMF Computes deviates for the Studentized range statistic

GO1GBF Computes probabilities for the non-central Student’s ¢-distribution

GO1GCF Computes probabilities for the non-central x? distribution

GO1GDF Computes probabilities for the non-central F-distribution

GO1GEF Computes probabilities for the non-central beta distribution

GO1HAF Computes probability for the bivariate Normal distribution

GO1HBF Computes probabilities for the multivariate Normal distribution

GO1JCF Computes probability for a positive linear combination of x? variables

GO1JDF Computes lower tail probability for a linear combination of (central) x? variables

GO1MBF Computes reciprocal of Mills’ Ratio

GO1NAF Cumulants and moments of quadratic forms in Normal variables

GO1NBF Moments of ratios of quadratic forms in Normal variables, and related statistics

Chapter G02 — Correlation and Regression Analysis

GO2BAF Pearson product-moment correlation coefficients, all variables, no missing values

GO2BBF Pearson product-moment correlation coefficients, all variables, casewise treatment of missing
values

GO2BCF Pearson product-moment correlation coefficients, all variables, pairwise treatment of missing
values
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GO2BDF
GO2BEF
GO2BFF
GO2BGF
GO2BHF

GO2BJF

GO2BKF
GO2BLF

GO2BMF

GO2BNF

GO2BPF

GO2BQF

GO2BRF

GO2BSF

GO2BTF
GO2BUF
GO2BWF
GO2BXF
GO2BYF

GO2CAF
GO2CBF
GO2CCF
GO2CDF
GO2CEF
GO2CFF
GO2CGF
GO2CHF
GO2DAF
GO2DCF
GO2DDF
GO2DEF
GO2DFF
GO2DGF
GO2DKF

GO2DNF
GO2EAF

GO2ECF
GO2EEF
GO2FAF
GO2FCF
GO2GAF
GO2GBF
GO2GCF
GO2GDF
GO2GKF
GO2GNF

Correlation-like coefficients (about zero), all variables, no missing values

Correlation-like coefficients (about zero), all variables, casewise treatment of missing values
Correlation-like coefficients (about zero), all variables, pairwise treatment of missing values
Pearson product-moment correlation coefficients, subset of variables, no missing values
Pearson product-moment correlation coefficients, subset of variables, casewise treatment of
missing values ‘

Pearson product-moment correlation coefficients, subset of variables, pairwise treatment of
missing values

Correlation-like coefficients (about zero), subset of variables, no missing values
Correlation-like coefficients (about zero), subset of variables, casewise treatment of missing
values

Correlation-like coefficients (about zero), subset of variables, pairwise treatment of missing
values .

Kendall/Spearman non-parametric rank correlation coefficients, no missing values, overwriting
input data

Kendall/Spearman non-parametric rank correlation coefficients, casewise treatment of missing
values, overwriting input data

Kendall/Spearman non-parametric rank correlation coefficients, no missing values, preserving
input data

Kendall/Spearman non-parametric rank correlation coefficients, casewise treatment of missing
values, preserving input data

Kendall/Spearman non-parametric rank correlation coefficients, pairwise treatment of missing
values

Update a weighted sum of squares matrix with a new observation

Computes a weighted sum of squares matrix

Computes a correlation matrix from a sum of squares matrix

Computes (optionally weighted) correlation and covariance matrices

Computes partial correlation/variance-covariance matrix from correlation/variance-covariance
matrix computed by G02BXF

Simple linear regression with constant term, no missing values

Simple linear regression without constant term, no missing values

Simple linear regression with constant term, missing values

Simple linear regression without constant term, missing values

Service routines for multiple linear regression, select elements from vectors and matrices
Service routines for multiple linear regression, re-order elements of vectors and matrices
Multiple linear regression, from correlation coefficients, with constant term

Multiple linear regression, from correlation-like coefficients, without constant term

Fits a general (multiple) linear regression model

Add/delete an observation to/from a general linear regression model

Estimates of linear parameters and general linear regression model from updated model

Add a new variable to a general linear regression model

Delete a variable from a general linear regression model

Fits a general linear regression model for new dependent variable

Estimates and standard errors of parameters of a general linear regression model for given
constraints

Computes estimable function of a general linear regression model and its standard error
Computes residual sums of squares for all possible linear regressions for a set of independent
variables

Calculates R? and Cp values from residual sums of squares

Fits a linear regression model by forward selection

Calculates standardized residuals and influence statistics

Computes Durbin—-Watson test statistic

Fits a generalized linear model with Normal errors

Fits a generalized linear model with binomial errors

Fits a generalized linear model with Poisson errors

Fits a generalized linear model with gamma errors

Estimates and standard errors of parameters of a general linear model for given constraints
Computes estimable function of a generalized linear model and its standard error
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GO2HAF
GO2HBF
GO2HDF
GO2HFF
GO2HKF
GO2HLF

GO2HMF

Robust regression, standard M-estimates

Robust regression, compute weights for use with GO2HDF

Robust regression, compute regression with user-supplied functions and weights

Robust regression, variance-covariance matrix following GO2HDF

Calculates a robust estimation of a correlation matrix, Huber’s weight function

Calculates a robust estimation of a correlation matrix, user-supplied weight function plus
derivatives

Calculates a robust estimation of a correlation matrix, user-supplied weight function

Chapter GO3 — Multivariate Methods

GO3AAF
GO3ACF
GO3ADF
GO3BAF
GO3BCF
GO3CAF

GO3CCF
GO3DAF

GO3DBF

GO3DCF
GO3EAF
GO3ECF
GO3EFF
GO3EHF
GO3EJF
GO3FAF
GO3FCF
GO3ZAF

Performs principal component analysis

Performs canonical variate analysis

Performs canonical correlation analysis

Computes orthogonal rotations for loading matrix, generalized orthomax criterion

Computes Procrustes rotations

Computes maximum likelihood estimates of the parameters of a factor analysis model, factor
loadings, communalities and residual correlations

Computes factor score coefficients (for use after GO3CAF)

Computes test statistic for equality of within-group covariance matrices and matrices for
discriminant analysis

Computes Mahalanobis squared distances for group or pooled variance-covariance matrices (for
use after GO3DAF)

Allocates observations to groups according to selected rules (for use after GO3DAF)
Computes distance matrix

Hierarchical cluster analysis

K-means cluster analysis

Constructs dendrogram (for use after GO3ECF)

Computes cluster indicator variable (for use after GO3ECF)

Performs principal co-ordinate analysis, classical metric scaling

Performs non-metric (ordinal) multidimensional scaling

Produces standardized values (z-scores) for a data matrix

Chapter G04 — Analysis of Variance

GO4AGF
GO4BBF

GO4BCF
GO4CAF
GO4DAF
GO4DBF
GO4EAF

Two-way analysis of variance, hierarchical classification, subgroups of unequal size

Analysis of variance, randomized block or completely randomized design, treatment means and
standard errors

Analysis of variance, general row and column design, treatment means and standard errors
Analysis of variance, complete factorial design, treatment means and standard errors
Computes sum of squares for contrast between means

Computes confidence intervals for differences between means computed by G04BBF or GO4BCF
Computes orthogonal polynomials or dummy variables for factor/classification variable

Chapter G0O5 — Random Number Generators

GO5CAF
GO5CBF
GOSCCF
GOBCFF
GOBCGF
GOSDAF
GOSDBF
GO5DCF
GOSDDF
GOSDEF
GOSDFF
GOSDHF
GOSDJF

Pseudo-random real numbers, uniform distribution over (0,1)

Initialise random number generating routines to give repeatable sequence
Initialise random number generating routines to give non-repeatable sequence
Save state of random number generating routines

Restore state of random number generating routines

Pseudo-random real numbers, uniform distribution over (a, )
Pseudo-random real numbers, (negative) exponential distribution
Pseudo-random real numbers, logistic distribution

Pseudo-random real numbers, Normal distribution

Pseudo-random real numbers, log-normal distribution

Pseudo-random real numbers, Cauchy distribution

Pseudo-random real numbers, x? distribution

Pseudo-random real numbers, Student’s ¢-distribution
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GOSDKF
GOSDPF
GOSDRF
GOSDYF
GOSDZF
GOSEAF
GOSEBF
GOSECF
GOSEDF
GOSEEF
GOSEFF
GOSEGF
GOSEHF
GOSEJF
GOBEWF
GOSEXF

GOSEYF
GOBEZF
GOSFAF
GOSFBF
GOSFDF
GOSFEF
GOSFFF
GOSFSF
GO5GAF
GO5GBF
GOSHDF

Library Contents

Pseudo-random real numbers, F-distribution

Pseudo-random real numbers, Weibull distribution

Pseudo-random integer, Poisson distribution

Pseudo-random integer from uniform distribution

Pseudo-random logical (boolean) value

Set up reference vector for multivariate Normal distribution

Set up reference vector for generating pseudo-random integers, uniform distribution

Set up reference vector for generating pseudo-random integers, Poisson distribution

Set up reference vector for generating pseudo-random integers, binomial distribution

Set up reference vector for generating pseudo-random integers, negative binomial distribution
Set up reference vector for generating pseudo-random integers, hypergeometric distribution
Set up reference vector for univariate ARMA time series model

Pseudo-random permutation of an integer vector

Pseudo-random sample from an integer vector

Generate next term from reference vector for ARMA time series model

Set up reference vector from supplied cumulative distribution function or probability distribu-
tion function

Pseudo-random integer from reference vector

Pseudo-random multivariate Normal vector from reference vector

Generates a vector of random numbers from a uniform distribution

Generates a vector of random numbers from an (negative) exponential distribution
Generates a vector of random numbers from a Normal distribution

Generates a vector of pseudo-random numbers from a beta distribution

Generates a vector of pseudo-random numbers from a gamma distribution

Generates a vector of pseudo-random variates from von Mises distribution

Computes random orthogonal matrix

Computes random correlation matrix

Generates a realisation of a multivariate time series from a VARMA model

Chapter GO7 — Univariate Estimation

GOTAAF
GO7ABF
GO7BBF

GO7BEF
GO7CAF

GO7DAF
GO7DBF
GO7DCF
GO7DDF
GOTEAF
GO7TEBF

Computes confidence interval for the parameter of a binomial distribution

Computes confidence interval for the parameter of a Poisson distribution

Computes maximum likelihood estimates for parameters of the Normal distribution from
grouped and/or censored data

Computes maximum likelihood estimates for parameters of the Weibull distribution
Computes t-test statistic for a difference in means between two Normal populations, confidence
interval

Robust estimation, median, median absolute deviation, robust standard deviation

Robust estimation, M-estimates for location and scale parameters, standard weight functions
Robust estimation, M-estimates for location and scale parameters, user-defined weight functions
Computes a trimmed and winsorized mean of a single sample with estimates of their variance
Robust confidence intervals, one-sample

Robust confidence intervals, two-sample

Chapter GO8 — Nonparametric Statistics

GOBAAF
GOBACF
GOBAEF
GOBAFF
GOBAGF
GOBAHF
GOBAJF
GOBAKF
GOBALF
GO8BAF
GOSCBF
GO8CCF

Sign test on two paired samples

Median test on two samples of unequal size

Friedman two-way analysis of variance on k matched samples

Kruskal-Wallis one-way analysis of variance on k samples of unequal size

Performs the Wilcoxon one-sample (matched pairs) signed rank test

Performs the Mann-Whitney U test on two independent samples

Computes the exact probabilities for the Mann-Whitney U statistic, no ties in pooled sample
Computes the exact probabilities for the Mann-Whitney U statistic, ties in pooled sample
Performs the Cochran Q test on cross-classified binary data

Mood’s and David’s tests on two samples of unequal size

Performs the one-sample Kolmogorov-Smirnov test for standard distributions

Performs the one-sample Kolmogorov—Smirnov test for a user-supplied distribution
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GO8SCDF Performs the two-sample Kolmogorov-Smirnov test

GO8CGF Performs the x? goodness of fit test, for standard continuous distributions
GO8SDAF Kendall’s coefficient of concordance

GOSEAF Performs the runs up or runs down test for randomness

GOSEBF Performs the pairs (serial) test for randomness

GOBECF Performs the triplets test for randomness

GOSEDF Performs the gaps test for randomness

GOSRAF Regression using ranks, uncensored data

GOSRBF Regression using ranks, right-censored data

Chapter G10 — Smoothing in Statistics

G10ABF Fit cubic smoothing spline, smoothing parameter given

G10ACF Fit cubic smoothing spline, smoothing parameter estimated
G10BAF Kernel density estimate using Gaussian kernel

G10CAF Compute smoothed data sequence using running median smoothers
G10ZAF Reorder data to give ordered distinct observations

Chapter G11 — Contingency Table Analysis

G11AAF x? statistics for two-way contingency table

G11BAF Computes multiway table from set of classification factors using selected statistic

G11BBF Computes multiway table from set of classification factors using given percentile/quantile
G11BCF Computes marginal tables for multiway table computed by G11BAF or G11BBF

G11CAF Returns parameter estimates for the conditional analysis of stratified data

G11SAF Contingency table, latent variable model for binary data

G11SBF Frequency count for G11SAF

Chapter G12 — Survival Analysis

G12AAF Computes Kaplan-Meier (product-limit) estimates of survival probabilities
G12BAF Fits Cox’s proportional hazard model
G12ZAF Creates the risk sets associated with the Cox proportional hazards model for fixed covariates

Chapter G13 — Time Series Analysis

G13AAF Univariate time series, seasonal and non-seasonal differencing

G13ABF Univariate time series, sample autocorrelation function

G13ACF Univariate time series, partial autocorrelations from autocorrelations

G13ADF Univariate time series, preliminary estimation, seasonal ARIMA model

G13AEF Univariate time series, estimation, seasonal ARIMA model (comprehensive)

G13AFF  Univariate time series, estimation, seasonal ARIMA model (easy-to-use)

G13AGF Univariate time series, update state set for forecasting

G13AHF Univariate time series, forecasting from state set

G13AJF Univariate time series, state set and forecasts, from fully specified seasonal ARIMA model

G13ASF Univariate time series, diagnostic checking of residuals, following G13AEF or G13AFF

G13AUF Computes quantities needed for range-mean or standard deviation-mean plot

G13BAF Multivariate time series, filtering (pre-whitening) by an ARIMA model

G13BBF Multivariate time series, filtering by a transfer function model

G13BCF Multivariate time series, cross-correlations

G13BDF Multivariate time series, preliminary estimation of transfer function model

G13BEF Multivariate time series, estimation of multi-input model

G13BGF Multivariate time series, update state set for forecasting from multi-input model

G13BHF Multivariate time series, forecasting from state set of multi-input model

G13BJF Multivariate time series, state set and forecasts from fully specified multi-input model

G13CAF Univariate time series, smoothed sample spectrum using rectangular, Bartlett, Tukey or Parzen
lag window

G13CBF Univariate time series, smoothed sample spectrum using spectral smoothing by the trapezium
frequency (Daniell) window
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G13CCF

G13CDF

G13CEF

G13CFF
G13CGF

G13DBF
G13DCF
G13DJF
G13DKF
G13DLF
G13DMF
G13DNF

G13DPF
G13DSF
G13DXF
G13EAF

G13EBF

Multivariate time series, smoothed sample cross spectrum using rectangular, Bartlett, Tukey
or Parzen lag window

Multivariate time series, smoothed sample cross spectrum using spectral smoothing by the
trapezium frequency (Daniell) window

Multivariate time series, cross amplitude spectrum, squared coherency, bounds, univariate and
bivariate (cross) spectra ‘
Multivariate time series, gain, phase, bounds, univariate and bivariate (cross) spectra
Multivariate time series, noise spectrum, bounds, impulse response function and its standard
error

Multivariate time series, multiple squared partial autocorrelations

Multivariate time series, estimation of VARMA model

Multivariate time series, forecasts and their standard errors

Multivariate time series, updates forecasts and their standard errors

Multivariate time series, differences and/or transforms (for use before G13DCF)

Multivariate time series, sample cross-correlation or cross-covariance matrices

Multivariate time series, sample partial lag correlation matrices, x? statistics and significance
levels

Multivariate time series, partial autoregression matrices

Multivariate time series, diagnostic checking of residuals, following G13DCF

Calculates the zeros of a vector autoregressive (or moving average) operator

Combined measurement and time update, one iteration of Kalman filter, time-varying, square
root covariance filter

Combined measurement and time update, one iteration of Kalman filter, time-invariant, square
root covariance filter

Chapter H — Operations Research

HO2BBF
HO2BFF
HO2BUF
HO2BVF
HO2BZF
HO2CBF
HO2CCF
HO2CDF
HO2CEF
HO2CFF
HO2CGF
HO3ABF
HO3ADF

Integer LP problem (dense)

Interpret MPSX data file defining IP or LP problem, optimize and print solution

Convert MPSX data file defining IP or LP problem to format required by H02BBF or EO4MFF
Print IP or LP solutions with user specified names for rows and columns

Integer programming solution, supplies further information on solution obtained by HO2BBF
Integer QP problem (dense)

Read optional parameter values for H02CBF from external file

Supply optional parameter values to HO2CBF

Integer LP or QP problem (sparse)

Read optional parameter values for HO2CEF from external file

Supply optional parameter values to HO2CEF

Transportation problem, modified ‘stepping stone’ method

Shortest path problem, Dijkstra’s algorithm

Chapter M01 — Sorting

MO1CAF
MO1CBF
MO1CCF
MO1DAF
MO1DBF
MO1DCF
MO1DEF
MO1DFF
MO1DJF
MO1DKF
MO1DZF
MO1EAF
MO1EBF
MO1ECF
MO1EDF
MO1ZAF

Sort a vector, real numbers

Sort a vector, integer numbers

Sort a vector, character data

Rank a vector, real numbers

Rank a vector, integer numbers

Rank a vector, character data

Rank rows of a matrix, real numbers

Rank rows of a matrix, integer numbers

Rank columns of a matrix, real numbers

Rank columns of a matrix, integer numbers

Rank arbitrary data

Rearrange a vector according to given ranks, real numbers
Rearrange a vector according to given ranks, integer numbers
Rearrange a vector according to given ranks, character data
Rearrange a vector according to given ranks, complex numbers
Invert a permutation
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MO1ZBF Check validity of a permutation
MO1ZCF Decompose a permutation into cycles

Chapter P01 — Error Trapping

PO1ABF Return value of error indicator/terminate with error message

Chapter S — Approximations of Special Functions

SO1BAF  In(1+z)

SO1EAF Complex exponential, e*

SO7AAF tanz

SO9AAF arcsin ¢

SO9ABF arccos

S10AAF tanh z

S10ABF sinhz

S10ACF cosh z

S11AAF arctanhz

S11ABF arcsinhz

S11ACF arccoshz

S13AAF  Exponential integral E,(z)

S13ACF  Cosine integral Ci(z)

S13ADF Sine integral Si(z)

S14AAF Gamm